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ABSTRACT

Recommender system is one of the most critical research areas in today’s world

because it helps users to find their interest in the internet. Due to the exponen-

tial growth of data every day on the internet, it has become a pervasive problem

of information overload and finding relevant information. In recent years, it has

become a widespread technique used by many e-commerce applications, such as ar-

ticle recommendations, movie recommendations, product recommendations, music

recommendations to provide the right information to their customers In general,

recommendation systems have been classified into collaborative and content-based

filtering.

The number of papers that have been published has grown significantly each year,

involving more contributors and a larger range of vocations. In order to reduce the

effects of information overload, it may be helpful to suggest research papers to ac-

tive researchers and research students. So, it becomes challenging for researchers

to identify the most similar research papers and choose the best venue to publish

them as a result of the large number of papers being submitted to various venues.

The proposed recommendation system uses a content-based filtering approach us-

ing a deep neural network and helps researchers to submit their manuscripts to

the most suitable venue and also recommends the most similar research paper to

do their research in a smooth way. The C-RPR model uses a natural language

processing technique where TF-IDF is used for vectorization, and the cosine sim-

ilarity technique is used as a similarity measure to recommend similar papers.

Also, Bi-LSTM and GRU is used to recommend an appropriate venue by training

a model on a research publication dataset for computer science journals with at-

tributes such as ID, title, abstract, author, venue, etc. Compared to other models

that predominantly make use of machine learning algorithms and feature selection

techniques, the proposed model produced better results with 74.55% accuracy us-

ing Bi-LSTM and 82.70% accuracy using GRU mechanism for batch size 32. For

batch size 64, the proposed model produced better results with 69.72% accuracy

using Bi-LSTM and 75.83% accuracy using GRU mechanism.

Keywords: Recommendation System, Content-Based Filtering, Bi-LSTM, TF-

IDF, Cosine Similarity.
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Chapter 1

Introduction

The recommender system acts as an information filtering tool; they provide ap-

propriate information as per the user’s choice and interest. In recent years, it has

become a widespread technique that is being used in many applications. In general,

recommendation systems have been classified into collaborative and content-based

filtering. Due to its significance, the recommender system has become one of the

most important research areas in today’s context. Though recommendations sys-

tems are being used for a quite long time, many research challenges and issues

in the design of effective recommendation systems are yet to be addressed in an

effective manner. Recommendation systems (RS) are a rapid transformation in

e-commerce and play a very important role in many areas, such as product recom-

mendation, movie recommendation, news recommendation, and book recommen-

dation. Over the past few years, scientific article recommendations have become

increasingly popular. It is getting more and harder for scholars to identify perti-

nent articles and suitable venues to submit their papers as the number of scholarly

publications in various sorts of journals and conferences grows tremendously. A

lot of journals and conferences are receiving a variety of articles. Therefore, recom-

mending relevant research articles to busy researchers will help them stay current

with their field of study and avoid information overload [1]. Recommender sys-

tems are software applications that suggest or recommend items or products (in

the case of ecommerce) to users. These systems use user’s preferences or inter-

ests (supplied as inputs) and an appropriate algorithm in finding the relevant or

desired items or products. Recommender systems deal with information overload

problems by filtering items that potentially may match the users’ preferences or

1
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interests. These systems aid users to efficiently overcome the problem by filtering

irrelevant information when users search for desired information. Recommenda-

tion methods help users in deal with the information overload problem. In the

academic as well as the educational domain, the application of intelligent recom-

mending technologies enhances the utilization efficiency of academic resources to a

great extent, especially for newcomers and students in this area. Scientific papers

are experiencing a new era named “big scholarly data” the number of published

paper has sharply increased year after year, involving more participants and wider

vocations. Therefore, recommending research papers to busy researchers and re-

search students may reduce the impact caused by information overload [32].

The recommender system gathers data from various resources to make recom-

mendations. These recommendations are made by considering the interests and

previous history of user. This paper is proposed to recommend similar papers

and appropriate venues. Many authors outperformed recommendations based on

keywords and titles. The recommendation system using abstracts for authors is

still under research. The proposed system performs recommendations of top N re-

search papers and venues based on the abstract. The recommender system helps

users choose items based on their interests by filtering products. Many recom-

mendation algorithms emerge from the recommendation system, guiding users to

find their interests in a large space [10, 11, 12].

The primary motive of any recommender system is to infer customers’ interests

using various data sources. These systems aim to extract the most relevant infor-

mation from collected data for each user. While doing this recommender system

pays attention to the user’s personal preferences and interests. These systems

find the match among people and products, which endorses their similarities. De-

pending on the information utilized to make recommendations, these systems can

be divided into Content-based (CB) filtering or Collaborative Filtering (CF). CB

techniques are based on profile of the target user’s past interests the description of

items. A CF technique is generally based on the notion that persons with similar

preferences about certain items are likely to have alike preferences for other items

[6], [32].

Computer Science and Engineering Department 2
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1.1 Types of Recommendation System

The three primary classifications of recommendation systems are Content-Based

Filtering (CBF), Collaborative Filtering (CF), Graph-Based Method, and Hybrid

Recommendation.

1. Content-Based Filtering (CBF): CBF is a traditional recommender system

that suggests items with similar properties [6, 24, 25]. CBF is based on the

item’s description and takes into account previous user behavior. It generates

a user’s profile based on their history. For example, CBF extracts keywords

from candidate papers, generates a user profile and calculates similarity [13].

High similarity scores are used to determine which papers are most similar to

the user’s search and which ones should be recommended to them. For ex-

ample, if a user like area such as ‘Machine Learning’ then we can recommend

him the context of titles related to ‘Machine Learning’. WebPages, news,

and publishing recommendation systems all utilize CBF to a large extent.

The recommendations are calculated using cosine similarity measures using

TF-IDF, Bag of Words etc.

The recommendation process is performed in three steps: analyzing the con-

tent, learning the user profile, and filtering the recommendations. In the

first step, data is pre-processed to extract important information. As part

of data preprocessing, cleaning of the data is done using various approaches

like imputing missing values, deleting stop words, deleting non-alphanumeric

characters, lemmatized columns, etc. Later feature extraction is carried out

to focus the attention on the most vital part of the information. In the

second step, user preferences’ data is collected and generalized to construct

user profiles using machine learning techniques. The generated user profile is

compared with stored profiles using various similarity metrics in the last step.

This comparison is made using different similarity measurement techniques

such as Cosine similarity, Euclidian distance, Pearson correlation coefficient,

etc. The system also has a feedback component that helps to evaluate the

usefulness of recommendations and take further corrective actions accord-

ingly. In the feedback process, users’ responses towards recommended items

are collected.

Computer Science and Engineering Department 3
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2. Collaborative Filtering: CF is widely used in movie and music recommenda-

tion. In CF, the preferences and interests of two or more similar users are

taken into account. The collaborative filtering method collects and explores

information about users’ past behaviour in terms of likes and dislikes. This

includes monitoring the user’s online behaviour and forecasting their interests

by observing similarities of two users. In order to make recommendations for

related products in the future, CF algorithms keep track of customer evalua-

tions and ratings from the past. One such technique is matrix factorization.

For example, if the watch histories of users 1 and 2 are highly similar, it is

likely that if user 1 watches a movie, user 2 will watch the same or something

close to it [15]. The CF method is based on collecting and exploring infor-

mation about users’ past behavior in terms of their likes and dislikes. This

includes monitoring the user’s online activities and predicting what they will

like according to their similarity with other users. CF recommendation sys-

tems are easy to create and use; further domain knowledge is not required

for giving recommendations in these systems. These systems offer unantici-

pated and diverse recommendation. The CF algorithms are divided into two

classes memory-based approach and model-based approach. Memory-based

approach remembers the likes and dislikes of every user; it gives person-

alized recommendations based on these likes and dislikes. Memory-based

approaches can be further categorized as User-based approaches and Item-

based approach. The system aims to compute resemblances between items

and users. The similarity ratings are assigned to each item and user according

to the computed resemblance. The recommender system finds neighbors for

a given user or item using previously calculated ratings. User-based CF finds

similarities between different users and each pair of users is given a rating.

This rating indicates the correlation of one user with another user. The pair

of users having higher ratings are considered neighbors. This system gives

recommendations on basis of feedback given to an item by users who are

neighbors of the target user. In item-based recommender system likenesses

between different items are found. It assumes that items with similar user

scores are likely to be of similar types [34], [35].

3. Hybrid recommendation: Hybrid recommendation system combines Content-

Computer Science and Engineering Department 4
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Based filtering (CBF) and Collaborative filtering to suggest a broader range

of items to users. The idea of this approach is to combine the aforementioned

recommendation techniques to make use of the advantages of one approach

and fix the disadvantages of another approach. For instance, CF usually faces

a cold-start problem triggered when a new item is added to the system and

has no user ratings, whereas CB can tackle this issue since the prediction

for new items is generally based on available descriptions of these items. A

hybrid recommendation system increases system performance by addressing

the shortcomings of each separate algorithm.

1.2 Techniques to Design a Recommendation System

There are lots of techniques used to design a recommendation system which simply

takes input from user and give response to the user as per the interest and past

behaviors.

1. Machine Learning and Deep Learning: The future of personalized content

and product recommendations will be heavily shaped by deep learning (DL)

and its ability to predict the next natural item or product for a visitor. In the

last decade, the scientific world has been thrilled by the tremendous success

of deep learning (DL) methods, playing a major role in how artificial intelli-

gence (AI) has flourished over the past few years. The most notable of these

revolutions have been made possible by DL in computer vision and natural

language processing (NLP). The architecture of all deep learning models in-

cludes a multiple-layers structure, with every layer consisting of nodes that

perform a particular mathematical operation, which is called an activation

function. Various types of deep learning models include ANN, Convolution

Neural Network (CNN), Recurrent Neural Network (RNN) are used to design

Recommendation system [1]. There are many variations of RNN like LSTM,

GRU are used to improve the presentation of the Recommendation system.

The proposed research work uses sequential architecture for designing a Rec-

ommendation system. Earlier research work focuses on choosing appropri-

ate hyper-parameters to improve the performance of the Recommendation

system using LSTM (Long Short Term Memory) sequential model [31]. Bi-

directional LSTM contains few hidden layers; all information from sentences

Computer Science and Engineering Department 5
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is passed through those layers. The proposed research work aims to have

further improvements in accuracy of Recommendation systems and generate

high-quality responses. The proposed model improves performance of Rec-

ommendation system by replacing LSTM model by using GRU with Beam

search decoding. The working of GRU is the same as LSTM, but it uses

a simplified structure. Unlike the LSTM, GRU has only three gates as the

update gate, reset gate, and current memory gate. These gates are used to

choose what data ought to be passed to the yield [20], [21], [23]. Both LSTM

and GRU models are useful to overcome vanishing and exploding gradient

problems.

2. NLP: Natural Language Processing (NLP) is one of the key components in

Artificial Intelligence (AI), which carries the ability to make machines un-

derstand human language. NLP allows machines to understand and extract

patterns from such text data by applying various techniques such as text

similarity, information retrieval, document classification, entity extraction,

clustering. This is where the concepts of Bag-of-Words (BoW) and TF-IDF

come into play. Various word embedding techniques are being used i.e., Bag

of Words, TF-IDF, word2vec to encode the text data.

The proposed system implements TF-IDF technique in natural language pro-

cessing to deal with textual data and convert it into vectors by multiplying

the term frequency and inverse document frequency, which generates feature

vector space. These feature vectors are given as input to the cosine function

to calculate the angle between two vectors. By computing the cosine angle

between two papers, one can estimate how similar two documents are.

1.3 Research Challenges

There are many challenges faced while building Recommendation system.

1. Existing system [1] used NLP and machine learning techniques to recommend

top K journals which suffers with less accuracy. So, the research gap found

is that the accuracy can further be improved.

2. Accuracy needs to be improved by use of deep learning techniques such as

LSTM and GRU instead of machine learning techniques.

Computer Science and Engineering Department 6
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3. Improvement in accuracy by various hyper-parameter tuning and comparison

of them.

1.4 Motivation of the Present Work

The main aim of Recommender System is to recommend relevant papers and most

suitable journal to users. These systems use dataset provided by user to perform

experimentation. Recommender systems deal with information overload problems

by filtering papers that potentially may match the title given as input. The main

goal of proposed work is that when an author provides text query, then the model

represents set of papers similar to the context provided and also recommend most

suitable journal to submit the paper in a good journal.

1.5 Objectives of Present Work

1. To perform literature survey on content based recommendation system for

research paper publications and identify gap for new work.

2. To study and implement an existing NLP content based recommendation

system for computer science publications.

3. Proposing a novelty in existing NLP content based recommendation system

for computer science publications to achieve improvement using deep learn-

ing.

4. To perform the performance comparison of existing NLP content based rec-

ommendation system for computer science publications and the proposed

content based research paper recommendation systems using deep learning.

1.6 Layout of the Thesis

This work is arranged as follows: Chapter 1 gives brief overview of Recommen-

dation system, its types, techniques, some research challenges and objectives of

present work. In chapter 2 discuss about the history of the Recommendation sys-

tem and literature survey related to deep learning based Recommendation system.

Chapter 3 discusses the theoretical concept of RNN algorithm and its variations

like LSTM and GRU. Chapter 4 briefly discuss about methodology of proposed

Computer Science and Engineering Department 7
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Recommendation system. Chapter 5 describes the comparative experimental re-

sults of LSTM and GRU. Finally the chapter 6 describes the conclusion about

proposed Recommendation system.

1.7 Closure

This section discusses the Recommendation system. Chapter 1 gives information

about two characters of the Recommendation system and also gives an overview of

some challenges faced while designing the Recommendation system. This section

briefly discusses different Recommendation designing techniques. The research

motivation and objective are also included in chapter 1.

Computer Science and Engineering Department 8



Chapter 2

Literature Review

2.1 Introduction

For research purpose literature survey is very important part. It performs critical

analysis on existing Recommendation system. Researchers can perform compara-

tive study with the help of literature survey. It helps to find out gap or limitation

of existing Recommendation system. It also helps to find out the problem state-

ment. This Chapter covers different reviews carried out by the researchers for

designing Recommendation framework to improve the presentation of the system.

Following literature survey is based on various technique used for building Rec-

ommendation system such as Neural Network, Recurrent Neural Network and its

variations.

The recommendation system is used in many areas, including research article

recommendation, product recommendation, movie recommendation, restaurant

recommendation, news recommendation, and book recommendation. A lot of

these technologies are built on the idea of data mining, which extracts useful

patterns from large data sets.

P Kumar et al. [33] conducted a survey of various recommendation systems

based on filtering methods, challenging applications, and evaluation measures.

The goal of the work is to familiarize practitioners and researchers with the many

attributes and potential filtering methods of recommendation systems.

Wang et al. [1] represented a publication recommender system using a feature

selection module to extract features and to generate feature vector space, and a

softmax regression module to produce recommendations. The proposed recom-

9
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mendation system for articles in computer science covers 66 leading publishing

venues, including IEEE, Springer, ACM, AAAI, and SIAM, across five digital

libraries.

Mayank et al. [2] developed a recommendation system and proposed a Con-

fAssist framework having 91.6% accuracy of classification, which categorizes con-

ferences and venues with similarity to other already categorized conferences.

Hassan et al. [3] implemented a recommendation system to recommend papers

by considering the user’s implicit and explicit feedback by using a recurrent neural

network by finding latent semantic features of papers in the PubMed dataset.

Titipat et al. [4] worked on article content. The author used the Latent Se-

mantic Analysis (LSA) model to analyze scientific posters. The Nearest Neighbor

algorithm is utilized to obtain proposed elements while the Ricchio algorithm is

used to make suggestions.

Hamed et al. [8] implemented one of the most popular techniques called LDA

(Latent Dirichlet Analysis) for topic modelling and used it to fine tune relation-

ships between topics. On the DBLP dataset, the author applied the Gibbs sam-

pling algorithm.

By Muhammad et al. [9], they proposed a CFP recommender system to find

an appropriate conference to submit papers to by generating a user profile and a

cosine similarity technique is used for recommendation.

Braja et al. [16] used the approach of data reusability and implemented lit-

erature recommendations by adopting the Information Retrieval paradigm with

MEDLINE articles from GEO datasets. The authors recommended top similar

papers by using the cosine similarity technique and implemented the vectoriza-

tion techniques including TF-IDF, BM25, word2vec, doc2vec, Latent Semantic

Analysis, and Latent Dirichlet Allocation. As a result, BM25 performed better by

showing good accuracy compared to other vectorization techniques.

Ebesu et al. [4] implemented a model of encoder-decoder architecture with the

attention mechanism. By using a 1-dimension convolution across all conceivable

word windows in a given context, the author used the TDNN in our encoder to

capture long-term dependencies. Relu serves as a convolutional layer’s nonlinear

activation layer. The gated recurrent unit prevents the gradient problem from

vanishing or exploding (GRU).
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W. Huang et al. [32] proposed the distributed semantic representations of

the terms and the cited articles focused on the local citation recommendation

(or context-based recommendation). Author used neural network to forecast the

citation for given the context.

Many authors outperformed recommendations based on keywords and titles to

recommend similar papers. The use of machine learning algorithms to forecast

the venues for a given abstract has been shown to be ineffective. This research

is currently ongoing. With the use of a deep learning, this paper provides venue

recommendations based on abstracts.
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Chapter 3

Theoretical Background

This chapter introduces some theoretical background about deep learning tech-

nique used in Recommendation system. It includes in depth information about

RNN based Recommendation system. To overcome the problem of vanishing ex-

ploding gradients problem, Bi-LSTM and GRU is introduced.

3.1 Recurrent Neural Network (RNN)

A RNN is type of neural system where the contribution of the current advance is

yield from the past advance. In standard neural network all inputs and outputs

are not dependent of each other. The inputs and outputs in conventional neural

networks are all independent of one another, but in situations when it’s necessary

to anticipate the next word in a phrase, it’s necessary to remember the prior words

as well. RNN was developed as a result, and it utilised a Hidden Layer to address

this problem. Hidden state, which retains some information about a sequence,

is the primary and most crucial component of RNNs. The Recurrent Neural

Network (RNN) has a ”memory” that retains every piece of information regarding

the calculations that have been made. The same task is performed on all of the

inputs or hidden layers to produce the output, and the same parameters are used

for each input. Mostly RNN is use to make successive data. The fundamental

element of RNN is hidden state, which recollects some data about information

succession. This RNN architecture is used in encoder-decoder model. The RNN

has major drawback known as gradient vanishing problem.

12
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3.2 Sequential model (Sequential)

For a simple stack of layers with precisely one input tensor and one output tensor

for each layer, a sequential approach is appropriate. The objective of sequence

modelling is to foretell the subsequent entity in an input sequence (word or let-

ter) based on the preceding entities. Deep learning’s standard ANN or CNN are

unsuitable for such inputs, which sparks the development of algorithms like RNN,

LSTM, and Transformers, among others. When processing sequences of integers,

a sequential model embeds each integer into a 64-dimensional vector before pro-

cessing the vector series using an LSTM layer. The input sequence handled by

algorithms such as RNN, LSTM, and GRU.

3.3 Long Short Term Memory (LSTM)

The LSTM depends on its gated structure. In the proposed model any dialogue or

sentence is a pass to the LSTM encoder. Each word from a given input sentence

is converted with respect to its vector form.

Figure 3.1: Long Short Term Memory Architecture

This vector form is a pass to the LSTM first layer which is known as the forget

gate layer. Here LSTM encoder has to decide which information is going to be

considered. Above figure 3.1 forget gate layer considerXh, ht−1 is current step input

and previous step output respectively. Then the output of the forget gate layer

pass to the next input gate layer and output gate layer respectively. As show in

above figure 3.1 sigmoid and threshold activation function used to calculate vector
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form of inputs. Finally, the LSTM encoder generates an output vector, which is an

intermediate vector. This intermediate vector passes to the LSTM decoder which

contains all information about the input sequence. The LSTM decoder uses an

intermediate vector to generate the target sequence. LSTM stops decoding when

the end of sentence token arrived. The LSTM decoder gives response as per the

input given to the encoder.

3.4 Bi-Long Short Term Memory (LSTM)

In the LSTM architecture, there are three gates incorporated to memorise long-

term dependencies. Though the LSTM models provide a strong prediction, they

need to improve the forecast further. To achieve this, the Bi-LSTM model is intro-

duced to offer additional training. It traverses the input data in both directions,

forward and backward as shown in figure 3.2.

Recurrent neural networks that are bidirectional are basically just two separate

RNNs combined. The networks may access both forward and backward informa-

tion about the sequence thanks to this structure at each time step.

Figure 3.2: Bi-directional Long Short Term Memory Architecture

When using bidirectional, your inputs will be processed in two different direc-

tions: one from the present to the future and the other from the future to the

present. This method differs from unidirectional in that information from the

future is preserved in the LSTM that runs backward, and by combining the two

hidden states, we can preserve data from both the present and the future at any

given time.
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3.5 Gated Recurrent Neural Network (GRU)

The vanishing exploding gradients problem is effectively resolved using GRU. The

working of GRU and LSTM is similar but there is a difference in gate structure.

Here vector form of the input sentence given to the GRU first layer. The first

layer of the GRU encoder is the update gate layer. The update gate performs

concatenation between the current input and previous output. This can be done

using the following equation [33].

Zt = (WZ × xt + UZ × ht−1) (3.1)

Here xt is current input given to our proposed model GRU encoder with respect

to time t. The previous output with respect to time t − 1 is ht−1. In the up-

date, gate multiplication performs with respect to its corresponding weights. Here

the weights are WZ and UZ . After performing concatenation the output of the

equation is a pass to the activation function, which gives the output as Zt. The

update entryway encourages the proposed model to decide the amount of the past

data regarding now is the ideal time should be passed along to what’s to come.

With the help of the update gate the proposed model eliminates the imperil of

vanishing gradient problem. The output of the update gate is a pass to the reset

gate. This gate is utilized to determine which information should be removed from

the previous in the proposed model [33]. To calculate the output of the reset gate

following equation is used.

rt = (W r × xt + U r × ht−1) (3.2)

The above equation is the same as the update gate equation. Here weights are

W r and U r is multiplied with respect to xt and ht−1. This gate also removes

unnecessary data from the proposed GRU encoder model. Here we need to store

relevant information from the past using the below equation in GRU encoder with

respect to its current content. In the above equation, the output of the reset

gate is used as input and then in the proposed model tangent activation function

applied [19].

ht = tanh(W × xt + rt × U × ht−1) (3.3)
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ht = Zt × ht−1 + (1− Zt)× ht (3.4)

Finally a single vector is generated, which is the output of the proposed GRU

encoder. The output of this equation depends on all the previous gate outputs.

Then GRU decoder generates proper response as per input given. In the proposed

model update entryway and reset door is utilized to choose what data ought to

be passed to the yield. The GRU encoder-decoder model has the ability to keep

all the data as long as feasible.

3.6 Closure

This chapter discuss in depth information about RNN based Recommendation

system. The performance of the Recommendation system decreases due to van-

ishing exploding gradients problem. To overcome this issues this chapter discuss

about Bi-LSTM and GRU.
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Chapter 4

Methodology of Present Work

4.1 Introduction

This chapter discuss about proposed architecture and mathematical model of Bi-

LSRM and Gated Recurrent Unit (GRU). This chapter gives detailed explanation

of proposed Recommendation system.

4.2 Overview of proposed System

Figure 4.1: Proposed System (C-RPR) Architecture

Figure 4.1 show the proposed system architecture. The proposed system uses

CBF techniques where the recommendation is given by considering similar char-

acteristics of data. Document categorization is the most important topic in com-

puter science publications [1], where the dataset consists of various venues (jour-
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nals/conferences) where research papers are submitted. Here, documents are se-

quences of words, or these are the sentences.

In this architecture, NLP (Natural Language Processing) techniques are used

for document processing to recommend similar research papers and a DL (Deep

Learning) method is used to classify the venue by training the model as shown in

Fig. 4.1.

The C-RPR Model consists of two modules: the feature vector similarity mod-

ule and the Bi-LSTM (Bidirectional Long Short Term Memory) module. Feature

vector similarity is generated using TF-IDF (Term Frequency Inverse Document

Frequency) and calculates the cosine angle between those vectors. The model is

trained using Bi-LSTM and GRU, which also predicts the ideal venue. First, each

document is subjected to document preprocessing such as tokenization, stopword

elimination, and stemming. Secondly, feature vectors FV are created, and fi-

nally, these feature vectors are used to calculate similarity and to train the model.

Bi-LSTM and GRU is an extended recurrent neural network and is trained for

recommending journals as it remembers long-term dependencies. This section

introduces details of both modules.

4.2.1 Feature Vector Similarity Module

This module consists of the TF-IDF technique in natural language processing

to deal with textual data and convert it into vectors by multiplying the term

frequency and inverse document frequency, which generates feature vector space.

These feature vectors are given as input to the cosine function to calculate the

angle between two vectors.

TF-IDF:

TF-IDF is natural language processing techniques mostly used to handle textual

data. It gives numerical weightage to words and recognizes the most important

words from the corpus [1, 16]. The multiplication of TF and IDF generates the

TF-IDF score for a certain word. TF is the number of times a word w occurs in a

document d as shown in Eq. 4.1. The IDF measures the weight of rare words as

shown in Eq. 4.2. The words that occur rarely in the document have a high IDF

score.

tf = T/L (4.1)
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Where, the total number of terms in a document is L, and T is the number of

times the term t appears in the document.

idf = log
D

Di + 1
(4.2)

D stands for the overall number of documents and for the overall number of doc-

uments that include the term t.

Then,

tf = tf × idf (4.3)

By multiplying the term frequency and inverse document frequency scores for a

phrase, the TF-IDF score is determined shown in Eq. 4.3. Strong relationships to

the document are shown by words with high TF-IDF scores [18, 19].

COSINE SIMILARITY:

A similarity metric called cosine similarity is frequently employed in text analysis

to assess document similarity. By computing the cosine angle between two pa-

pers, one can estimate how similar two documents are, as illustrated in Fig 4.2,

following data preprocessing and the determination of the TF-IDF score.

Figure 4.2: Cosine Similarity

The cosine angle is measured using the following formula shown in Eq. (4.4).

Cosine Similarity = cos(θ) =
Vq.Vd

∥Vq∥∥Vd∥
(4.4)

Vq and Vd are two documents represented in the form of vectors. Vq and Vd
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are vectors corresponding to the query and document. The two documents are

exactly similar when the cosine angle value is 1. If the angle is 0, then it shows

the dissimilarity of documents. And, the intermediate values show intermediate

similarity [18, 19].

4.2.2 Bi-LSTM:

The proposed model is based on a recurrent neural network model to deal with

sequential data in textual format. As shown in Figure 4.3, Bi-LSTM is a bidirec-

tional LSTM that comes under a recurrent neural network and is an extension of

the traditional LSTM which processes sequential data consisting of two LSTMs.

One takes input X at timestep T in a forward direction and the other in a back-

ward direction at every time step to store information from the past and future

[23].

Figure 4.3: Bi-LSTM Model

In the LSTM architecture, there are three gates incorporated to memorise long-

term dependencies. Though the LSTM models provide a strong prediction, they

need to improve the forecast further. To achieve this, the Bi-LSTM model is intro-

duced in this paper to offer additional training. It traverses the input data in both

directions, forward and backward. It has been found that Bi-LSTM models for

document categorization offer better predictions than conventional LSTM models.

Document categorization is the most important topic in computer science publi-

cations [1], where the dataset has 20 venues (journals/conferences) such as IEEE,

ACM, Springer, and SIAM as classes where research papers are submitted. Here,
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documents are sequences of words, or these are the sentences. This paper includes

first-document preprocessing, feature vector construction using feature weighting

methods, and prediction of venues by training a bi-LSTM neural network using

abstract.

4.3 Gated Recurrent Unit (GRU)

The vanishing exploding gradients problem is effectively resolved using GRU [33].

The working of GRU and LSTM is similar but there is a difference in gate struc-

ture. Here vector form of the input sentence given to the GRU first layer. The

first layer of the GRU encoder is the update gate layer. The update gate performs

concatenation between the current input and previous output. This can be done

using the following equation.

Zi = (WZ × xt + UZ × ht−1) (4.5)

Here xt is current input given to our proposed model GRU encoder with respect

to time t. The previous output with respect to time t − 1 is ht− 1. In the

update, gate multiplication performs with respect to its corresponding weights.

Here the weights are WZ and UZ . After performing concatenation the output of

the equation is a pass to the activation function, which gives the output as Zt.

The update entryway encourages the proposed model to decide the amount of

the past data regarding now is the ideal time should be passed along to what’s

to come. With the help of the update gate the proposed model eliminates the

imperil of vanishing gradient problem. The output of the update gate is a pass

to the reset gate. This gate is utilized to determine which information should be

removed from the previous in the proposed model [33]. To calculate the output of

the reset gate following equation is used.

rt = (W r × xt + U r × ht−1) (4.6)

The above equation is the same as the update gate equation. Here weights are

W r and U r is multiplied with respect to xt and ht− 1. This gate also removes

unnecessary data from the proposed GRU encoder model. Here we need to store

relevant information from the past using the below equation in GRU encoder with
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respect to its current content. In the above equation the output of the reset gate

used as input and then in the proposed model tangent activation function applied

[33].

ht = tanh(W × xt + rt × U × ht−1) (4.7)

ht = Zt × ht−1 + (1− Zt)× ht (4.8)

Finally a single vector is generated, which is the output of the proposed GRU

encoder. The output of this equation depends on all the previous gate outputs.

Then GRU decoder generates proper response as per input given. In the proposed

model update entryway and reset door is utilized to choose what data ought to

be passed to the yield. The GRU encoder-decoder model has the ability to keep

all the data as long as feasible.

4.4 Natural Language Processing (NLP)

Text must be preprocessed before a model is trained for almost all Natural Lan-

guage Processing (NLP) tasks. It is up to us researchers to sanities the text since

deep learning models cannot use raw text directly. The preprocessing techniques

can vary depending on the nature of the work. The most popular preprocessing

method that may be used with many NLP jobs using NLTK. For use with NLP

in Python, there is a toolkit called NLTK. It offers us a variety of text processing

libraries and a large number of test datasets. Using NLTK, a range of operations

can be performed, including tokenization, lower-case conversion, stop words re-

moval, stemming, lemmatization, parse tree or syntax tree generation, and POS

tagging.

4.5 Training Proposed Model

The main goal of the proposed model in the training state is to reduce the difference

between actual output and predicted output generated by this model. During the

training of the proposed model, the predicted answer is given to the next time

step, this makes training process slow. To speed up this, proposed model gives

the actual output sentence to the decoder. At each time step the decoder produces

yield utilizing a lot of vocabulary. Here the vocabulary size in this proposed model

is 5000.
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4.6 Closure

In this chapter proposed methodology explained. The architecture and mathe-

matical structure of proposed model described briefly in this chapter.
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Chapter 5

Experimental Environment

5.1 Introduction

This chapter discusses experimental environment such as software requirements

for proposed Recommendation system, dataset and some hyper-parameter used

to enhance performance of the proposed system. This chapter gives information

about experimental results and analysis. There are two recommendations pro-

vided by the proposed system: 1) Recommendation of similar papers based on

the title of the paper or a keyword as a query using TF-IDF and cosine metric

and 2) Recommendation of a three-class (Top3) journal/conference to submit the

researcher’s paper based on the abstract of the paper as input. This paper consists

of 20 venues and is classified using the Bi-LSTM and GRU model.

5.2 Experimental Environment

1. Operating System: For proposed Recommendation system Windows operat-

ing system is used.

2. Programming Language: Python programming language is used to implement

proposed Recommendation system. This language contains some build-in

packages for machine learning. For implementation purpose python 3.5 ver-

sion is used.

3. Tensorflow: It is open source platform for AI. With the help of tensorflow we

can easily build and deploy any machine learning model. For implementation

of the proposed Recommendation system we use tensorflow 1.0.0 version.
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4. Google Colabaratory: For faster training the proposed system requires GPU.

The Google Colaboratory provides free GPU services for limited period of

time.

5.2.1 Dataset

The papers from different publications are considered from the DBLP dataset

along with different features such as id, title, author, abstract, venue, and link

of paper. The dataset has 9348 records. 90% of the data is used to train the

model, and the remaining 10% is used for testing. There are 20 venues across

four digital libraries such as IEEE, SIAM, Springer, and ACM that are considered

labels for prediction. With the help of these labels, prediction of venues is made

where researchers can submit their paper by giving the abstract as input.

5.2.2 Parameter Details

This research work explored bi-directional LSTM and GRU. A neural network

mechanism has been applied to improve performance. Here 32/64 numbers of

samples used before model getting updated with respect to hidden layers which

contains 128 vectors. In the proposed model we want global minima so we set the

learning rate as 0.001 and we are using 2 hidden layers. The word embedding is

nothing but converting text into numbers so we are using embedding size as 64.

Hyper-parameter Name Value

Vocabulory size 660

Batch size 16

Number of Epochs 10

Size of Layer 128

Number of Layers 2

Embedded size 64

Learning size 0.001

Encoder Type Bidirectional

Table 5.1: Training Hyper-parameters
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5.3 Experimental Work

5.3.1 Data Preprocessing

Due to the design of the proposed model the users input cannot direct fed to the

encoder. There are some data preprocessing step required to prepare dataset and

transform the sequential data into numerical form is known as word embedding

as show in figure 5.1.

Figure 5.1: Data Preprocessing

Following are some data preprocessing steps used in the proposed Recommen-

dation system.

1. Tokenization: It is important part of the data preprocessing. Length of the

input and the output sentence are differ thus tokens are added.

2. Text vocabulary: In proposed model most frequent 4882 words in training

dataset are kept as vocabulary size.

3. Remove word which is less frequent.

5.3.2 Algorithm

Algorithm (Bi-LSTM Model)

Step 1: Start

Step 2: Documents in category i

Step 3: Text Preprocessing - Stopword Removal, Tokenization, pad sequencing
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Step 4: Normalized Document

Step 5: Build a Neural Network - Bi-directional LSTM

Step 6: Setting hyper parameters - vocabulary size, embedding dim, max length,

layers, activation, dropout, optimizer.

Step 7: Calculate Accuracy

Step 8: Top k venues

Step 9: end

5.4 Experimental Results

This section discusses the response generated by the Recommendation system

using LSTM and GRU. This section also summarizes all experimental results and

also discusses comparison between LSTM and GRU.

During experimentation, activation functions such as softmax, relu, LeakyReLU,

and tanh were tested with different optimizers such as Adam, SGD, adagrad, and

RMSprop. Table 5.2 and Table 5.3 show performance for batch sizes of 32 and

64 with different activation functions and optimizers consisting of 10 epochs with

vocabulary size = 5000, embedding dimensions = 64, max length = 200, dropout

= 0.2, and loss = sparse categorical crossentropy.
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Figure 5.2: Bi-LSTM architecture in proposed system

The proposed Bi-LSTM architecture is built with three layers as shown in Fig.

5.2, where 5000 tokens are passed as input. The embedding layer is an input

layer. Each token is transformed by this layer into an array of 64 dimensions. The

Bi-LSTM contains two hidden layers, forward and backward, with 128 memory

units. Relu is used as an activation function in hidden layers. The merging of two

hidden LSTMs generates output. Finally, the dense layer uses a softmax activation

function with 20 output neurons.

Table 5.2 and Table 5.3 show the performance improvement using five Bi-LSTM

models with different activation functions and optimizers. The results are analyzed

for batch sizes of 32 and 64. During experimentation, it is observed that softmax is

only the activation function that performs better at the output layer as compared

to others, as this problem is a multiclassification problem. Relu is performing well

in the hidden layers. At the output layer, Adam gives better results as compared

to others. The accuracy of all five models is calculated using accuracy metric to

evaluate the recommender system, which is defined in Eqs. (5.1).

Accuracy = f(x) =

∑N
i=1 |Pi ∩Gi|∑N

i=1 |Gi|
(5.1)
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Where Pi is predicted samples in ith category and Gi is the labeled samples as ith

category.

By observing the Table 5.2, the accuracy is 86.05% for training dataset and

74.55% is for testing dataset with batch size 32. In Table 5.3, the accuracy is

79.48% for training dataset and 69.72% is for testing dataset with batch size 64.

Table 5.2: Accuracy of Five Bi-LSTM models on batch size 32

Batch Size 32

Hyperparameters

Bi-LSTM

Architecture

1

Bi-LSTM

Architecture

2

Bi-LSTM

Architecture

3

Bi-LSTM

Architecture

4

Bi-LSTM

Architecture

5

Activation function

(Hidden Layer)
Relu LeakyReLU LeakyReLU Tanh Relu

Activation function

(Output Layer)
Softmax Softmax Softmax Softmax Softmax

Optimizer RMSprop RMSprop Adam Adam Adam

Training accuracy

(%)
68.56 73.30 82..20 80.61 86.05

Testing accuracy

(%)
63.61 64.89 73.03 73.28 74.55

Table 5.3: Accuracy of Five Bi-LSTM models on batch size 64

Batch Size 64

Hyperparameters

Bi-LSTM

Architecture

1

Bi-LSTM

Architecture

2

Bi-LSTM

Architecture

3

Bi-LSTM

Architecture

4

Bi-LSTM

Architecture

5

Activation function

(Hidden Layer)
Relu LeakyReLU LeakyReLU Tanh Relu

Activation function

(Output Layer)
Softmax Softmax Softmax Softmax Softmax

Optimizer RMSprop RMSprop Adam Adam Adam

Training accuracy

(%)
52.70 56.69 57.68 63.69 79.48

Testing accuracy

(%)
37.40 49.36 49.62 58.27 69.72

5.4.1 Accuracy Comparison on Various Epoch (Bi-LSTM)

Figure 5.3 and Figure 5.4 shows the graphical results of accuracy comparison on

various epoch for LSTM. As epoch increases, loss of LSTM decreases. As epoch
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increases, accuracy of LSTM increases.

Figure 5.3: Bi-LSTM Accuracy Analysis (Top 3) for batch size=32

Figure 5.4: Bi-LSTM Accuracy Analysis (Top 3) for batch size=64

It has been shown that, with the use of machine learning algorithms and feature

selection techniques, forecasting the venues for a given abstract is ineffective [1].

The proposed system makes use of a Bi-LSTM to provide top-3 venue recommen-

dations based on abstracts as input with better accuracy as compared to machine

learning models. The respective accuracy graph is shown in figure 5.3 and figure

5.4.
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5.4.2 Accuracy Comparison on Various Epoch (GRU)

By observing the Table 5.4, the accuracy is 85.91% for training dataset and 78.37%

is for testing dataset with batch size 32. In Table 5.5, the accuracy is 86.15% for

training dataset and 75.83% is for testing dataset with batch size 64.

Figure 5.5 and Figure 5.6 shows the graphical results of accuracy comparison

on various epoch for GRU. As epoch increases, loss of GRU decreases. As epoch

increases, accuracy of GRU increases.

The proposed system makes use of a GRU to provide top-3 venue recommen-

dations based on abstracts as input with little bit improved accuracy in Bi-LSTM

and as compared to machine learning models. The respective accuracy graph is

shown in Figure 5.5 and Figure 5.6.

Table 5.4: Accuracy of Five GRU models on batch size 32

Batch Size 32

Hyperparameters

GRU

Architecture

1

GRU

Architecture

2

GRU

Architecture

3

GRU

Architecture

4

GRU

Architecture

5

Activation function

(Hidden Layer)
Relu LeakyReLU LeakyReLU Tanh Relu

Activation function

(Output Layer)
Softmax Softmax Softmax Softmax Softmax

Optimizer RMSprop RMSprop Adam Adam Adam

Training accuracy

(%)
69.48 67.86 85.38 90.14 79.48

Testing accuracy

(%)
57.51 57.25 75.57 82.70 69.72
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Table 5.5: Accuracy of Five GRU models on batch size 64

Batch Size 64

Hyperparameters

GRU

Architecture

1

GRU

Architecture

2

GRU

Architecture

3

GRU

Architecture

4

GRU

Architecture

5

Activation function

(Hidden Layer)
Relu LeakyReLU LeakyReLU Tanh Relu

Activation function

(Output Layer)
Softmax Softmax Softmax Softmax Softmax

Optimizer RMSprop RMSprop Adam Adam Adam

Training accuracy

(%)
58.53 59.17 74.789 86.15 75.94

Testing accuracy

(%)
44.78 51.91 62.85 75.83 63.61

Figure 5.5: GRU Accuracy Analysis (Top 3) for batch size=32
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Figure 5.6: GRU Accuracy Analysis (Top 3) for batch size=64

It is observed that the accuracy is 88.73% for training dataset and 80.41% is

for testing dataset with batch size 32. The accuracy is 69.62% for training dataset

and 64.12% is for testing dataset with batch size 64.
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5.5 Generating Recommendations

Used TFIDF vectorizer and cosine similarity to preselect the most similar titles. It

generates recommendations for a query using title as input and generates similar

titles and journals.

Step 1 : Dataset

The dataset is downloaded from Kaggle and has a total of 3225 records and 20

journal and conference publications across 5 digital libraries (IEEE, ACM, SIAM,

Springer, AAI). Total of 8 features are included in the dataset such as ID, Title,

Author, Abstract, ConferenceID, Link, Isconf, and venue as shown in Figure 5.7.

Figure 5.7: Dataset

Step 2 : TFIDF Vocabulary

The TF-IDF Vectorizer object is defined and all English stop words such as ”the”

and ”a” is removed. Finally, we constructed the required TF-IDF matrix as shown

in Fig. 5.8 by fitting and transforming the data to tell which word is more signif-

icant. In Fig. 5.9, words are converted to numbers.
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Figure 5.8: TFIDF Matrix

Figure 5.9: TFIDF Vocabulary
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Step 3 : Cosine Similarity Matrix

Figure 5.10: Cosine Similarity Matrix

Step 4 : Top 3 Venues

Figure 5.11: Top-3 Venues for article publication
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Step 5 : Top 5 Similar Papers

Figure 5.12: Top-3 Venues for article publication

Computer Science and Engineering Department 37



Chapter 6

Conclusion

The suggested system is based on a content-based recommendation system that

was implemented on the DBLP dataset, which consists of 20 venues from pub-

lishers including IEEE, Springer, and ACM. It is constructed on a deep memory

neural network called Bi-LSTM. The TF-IDF approach is used to first preprocess

and vectorize the dataset’s textual data. Using the cosine metric, these vectorized

values are used to assess how similar two publications are. The Bi-LSTM sug-

gests the top three places for researchers to submit their work to the journals and

conferences that are the most pertinent to their work.

The proposed model produced better results with 74.55% accuracy using Bi-

LSTM and 78.37% accuracy using GRU mechanism for batch size 32. For batch

size 64, the proposed model produced better results with 69.72% accuracy using Bi-

LSTM and 75.83% accuracy using GRU mechanism. We believe that by leveraging

GRU with attention mechanisms and by using word embedding techniques such

as word2vec, doc2vec, and BERT, it can be increased much more further, which

will be the focus of our future study.
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Due to the exponential growth of data on Internet, providing correct information to 

users in a reasonable amount of time has become a challenge. The recommender 

system acts as an information filtering tool; they provide appropriate information as 
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technique that is being used in many applications. In general, recommendation 
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significance, the recommender system has become one of the most important research 
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future research directions in collaborative filtering and content-based 

recommendation systems. Various application domains have listed out where 

recommendation systems can be improved, such as healthcare, agriculture, etc. The 

paper describes possible future extensions in all these applications. Overall this paper 

will act as a guide for those who are interested in doing research in the 

recommendation system. 
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Abstract 

Due to the exponential growth of data every day on the 
internet, it has become a pervasive problem of 
information overload and finding relevant information. 
In recent years, it has become a widespread technique 
used by many e-commerce applications, such as article 
recommendations, movie recommendations, product 
recommendations, music recommendations, etc. It 
becomes challenging for researchers to identify the most 
similar research papers and choose the best venue to 
publish them as a result of the large number of papers 
being submitted to various venues. The proposed 
recommendation system uses a content-based filtering 
approach using a deep neural network and helps 
researchers to submit their manuscripts to the most 
suitable venue and also recommends the most similar 
research paper to do their research in a smooth way. The 
C-RPR model uses a natural language processing 
technique where TF-IDF is used for vectorization, and 
the cosine similarity technique is used as a similarity 
measure to recommend similar papers. Also, Bi-LSTM is 
used to recommend an appropriate venue by training a 
model on a research publication dataset for computer 
science journals with attributes such as ID, title, abstract, 
author, venue, etc. Compared to other models that 
predominantly make use of machine learning algorithms 
and feature selection techniques, the proposed model 
produced better results with 74.55% accuracy using Bi-
LSTM. 

 

Keywords: 

Recommendation System, Content-Based Filtering, Bi-

LSTM, TF-IDF, Cosine Similarity. 

 

1. INTRODUCTION 
 

Recommendation systems (RS) are a rapid 

transformation in e-commerce and play a very important 

role in many areas, such as product recommendation, 

movie recommendation, news recommendation, and book 

recommendation. Over the past few years, scientific article 

recommendations have become increasingly popular. It is 

getting more and harder for scholars to identify pertinent 

articles and suitable venues to submit their papers as the 

number of scholarly publications in various sorts of 

journals and conferences grows tremendously. A lot of 

journals and conferences are receiving a variety of articles. 

Therefore, recommending relevant research articles to busy 

researchers will help them stay current with their field of 

study and avoid information overload [1]. 

The recommender system gathers data from various 

resources to make recommendations. These 

recommendations are made by considering the interests 

and previous history of user. This paper is proposed to 

recommend similar papers and appropriate venues. Many 

authors outperformed recommendations based on 

keywords and titles. The recommendation system using 

abstracts for authors is still under research. The proposed 

system performs recommendations of top N research 

papers and venues based on the abstract. The 

recommender system helps users choose items based on 

their interests by filtering products. Many recommendation 

algorithms emerge from the recommendation system, 

guiding users to find their interests in a large space [10, 11, 

12]. The three primary classifications of recommendation 

systems are Content-Based Filtering (CBF), Collaborative 
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7. Synopsis of dissertation work:

7.1 Relevance

Recommender system (RS) is undergoing rapid transformation in almost all as-

pects. These Systems have been applied to many areas, such as movie recommen-

dations, music recommendations, news recommendations, web page and document

recommendations. Many companies have employed and benefited from recom-

mender systems, such as the book recommendation of Amazon, music recommen-

dation of Apple Music, and product recommendation. There are majorly three

types of recommender systems which work primarily in the Media and Entertain-

ment industry: Collaborative Recommender system, Content-based recommender

system and Knowledge based recommender system. Today, most of the RSs are

developed based on the first two approaches which are Content-based filtering

and collaborative based filtering. Content-based filtering methods are based on

a description of the item and a profile of the user’s preferences. These methods

are best suited to situations where there is known data on an item (name, loca-

tion, description, etc.), but not on the user. Content-based recommenders learn a

based on an item’s features. Collaborative methods for recommender systems are

methods that are based solely on the past interactions recorded between users and

items in order to produce new recommendations. These interactions are stored in

the so-called “user-item interactions matrix”. Knowledge based recommendation
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works on functional knowledge: they have knowledge about how a particular item

meets a particular user need, and can therefore reason about the relationship be-

tween a need and a possible recommendation. This type of recommender system

attempts to suggest objects based on inferences about a user’s needs and prefer-

ences.

7.2 Techniques

Deep Learning:

The future of personalized content and product recommendations will be heavily

shaped by deep learning (DL) and its ability to predict the next natural item or

product for a visitor. In the last decade, the scientific world has been thrilled by

the tremendous success of deep learning (DL) methods, playing a major role in

how artificial intelligence (AI) has flourished over the past few years. The most

notable of these revolutions have been made possible by DL in computer vision and

natural language processing (NLP). The architecture of all deep learning models

includes a multiple-layers structure, with every layer consisting of nodes that per-

form a particular mathematical operation, which is called an activation function.

NLP:

Natural Language Processing (NLP) is one of the key components in Artificial

Intelligence (AI), which carries the ability to make machines understand human

language. NLP allows machines to understand and extract patterns from such text

data by applying various techniques such as text similarity, information retrieval,

document classification, entity extraction, clustering. This is where the concepts

of Bag-of-Words (BoW) and TF-IDF come into play. Various word embedding

techniques are being used i.e., Bag of Words, TF-IDF, word2vec to encode the

text data.

Bag of Words (BoW):

The Bag of Words (BoW) model is the simplest form of text representation in

numbers. Like the term itself, we can represent a sentence as a bag of words vec-

tor (a string of numbers). Bag of Words just creates a set of vectors containing

the count of word occurrences in the document. In this approach, scores in the

document-term matrix are simply the number of occurrences of the terms in each

document. The order of the words does not matter; it just counts the number of

terms. But as an alternative, we can use the n-gram model to force the model
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to care about the order of words. E.g. we can use 2 sets of words as a term in

bi-gram.

TF-IDF:

“Term frequency–inverse document frequency, is a numerical statistic that is in-

tended to reflect how important a word is to a document in a collection or corpus.”

Term Frequent (TF) is a measure of how frequently a term t appears in a doc-

ument. IDF is a measure of how important a term is. We need the IDF value

because computing just the TF alone is not sufficient to understand the impor-

tance of words. We can calculate the IDF values for each word. By computing

the TF-IDF score for each word in the corpus, Words with a higher score are

more important, and those with a lower score are less important. TF-IDF model

contains information on the more important words and the less important ones as

well. TF-IDF usually performs better in machine learning models.

Cosine similarity:

From the similarity score, a custom function needs to be defined to decide whether

the score classifies the pair of chunks as similar or not. Cosine similarity returns

the score between 0 and 1 which refers 1 as the exact similar and 0 as the nothing

similar from the pair of chunks. In regular practice, if the similarity score is more

than 0.5 than it is likely to similar at a somewhat level.

7.3 Present Theories and Practices

In [1], paper presents a preliminary survey of different recommendation system

based on filtering techniques, challenges applications, and evaluation metrics. The

existence of recommender system had been identified in the late 1970s, ever since

many researchers have proposed various approaches to develop efficient recom-

mender system. The motive of work is to introduce researchers and practitioner

with the different characteristics and possible filtering techniques of recommenda-

tion systems. Various methods are being proposed to develop an effective recom-

mendation system out of them; two form the basis for the development of other

approaches. These methods are content filtering, collaborative filtering. There are

many techniques used to compute the similarity between the users like Pearson

Correlation Similarity, Cosine Similarity. Challenges like data sparsity, cold start,

scalability, shilling attack and gray sheep are discussed. The quality of recom-
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mendation system is measured through various types of evaluation metric based

on the accuracy of prediction and coverage. The selection of metric depends on

filtering technique, features of data set, and the task of recommendation system.

Evaluation metrics are categorized as prediction accuracy metrics (MAE, RMSE)

and classification accuracy metrics (precision, recall, F-measures).

In [2], author proposed work aims to develop a recommendation system for

scholarly use. There are two data components of research: the datasets and the

articles for recommendation. For the datasets, author collected metadata (title

and summary) of datasets from GEO. For the articles, they collected the archived

MEDLINE article details (title, abstract, Medical Subject Headings (MeSH) terms,

date of publication) from PubMed8 for recommendation. Vector space model

(VSM) techniques were utilized to convert each dataset and article into vectors.

Similar articles for a given dataset were collected using the cosine similarity. For

evaluation, distributional vectors constructed using multiple techniques, such as

term frequency and inverse document frequency (TF-IDF), BM25, latent Dirichlet

allocation (LDA), latent semantic analysis (LSA), word2vec, and doc2vec. The

study proposes a similarity-based literature recommendation system for datasets

collected from GEO. This work is a first step towards enhancing the experience of

data reusability by recommending literature for datasets. An information retrieval

paradigm was applied for literature recommendation and the top-performing lit-

erature recommendation technique obtained.

In [3], an author proposed a recommender system on computer science publi-

cations referred to as the Publication Recommender System (PRS). This system

is based on a new content-based filtering (CBF) recommendation model using

chi-square and softmax regression, which are combined to construct a real-time

online system. The contributions of the recommendation system is: (1) PRS is

a non-profit driven recommender system covering 66 top computer science pub-

lication venues across more than five digital libraries, such as Springer, IEEE,

ACM, AAAI and SIAM. It can simultaneously recommend top journals and con-

ferences using the input of abstract or the whole manuscript. (2) Considering

the continually expanding field of computer science and daily updated corpus of

the ever-changing, the recommendation ability for cutting edge research areas and

topics is essential. The model can automatically update once a new training set
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is formed. (3) PRS could respond to user in real time and easily be deployed on

a web server. In order to make PRS more practical, all methods used in PRS are

designed to be less computational complexity. Publication Recommender System

consists of two modules: feature selection module and softmax regression module.

Feature vector space is generated in feature selection module and feature vectors

are used to train softmax regressor in softmax regression module. Term frequency

and inverse document frequency (TF-IDF) can recognize the important words or

phrases of articles. The chi-square statistic measures the dependence between the

term t and a category c (such as, in case of computer journals or conferences).

Softmax regression is chosen to be the classifier because there are many journals

and conferences in the recommender system and all journals and conferences need

to be ranked for recommending according to the classification scores.

In this paper [4] author propose a type of CBF that uses a multiattribute

network (MN), which comprises entire attribute information for different items.

Many possible attributes of CBF can play significant roles in determining the

quality of the recommendation results, because they may provide sufficient infor-

mation for measuring sophisticated similarities. This approach can address the

sparsity problem and the over-specialization problem that frequently affect rec-

ommender systems. The overall process of the CBF–MN algorithm is described

as: (1) acquiring item attributes, (2) calculating item similarities, (3) generating

an MN containing all the items, (4) network clustering to group the items, and

(5) calculating a score that reflects the importance of each item selected in the

cluster, and using this score for recommendation. Modularity clustering is algo-

rithms among network-based clustering techniques identify the proper number of

clusters by considering the link structures between observations.

In this paper [5] author proposed model is based on the encoder-decoder ar-

chitecture with the attention mechanism. In encoder they leverage the TDNN

designed to capture long-term dependencies with a 1-dimension convolution over

all possible word windows for a given context. Relu act as Convolutional layer

which is nonlinear activation function. The phrase level representation obtained

by the TDNN provides a trade-off, between capturing semantics and computa-

tional time. Gated Recurrent Unit (GRU) utilized to help prevent the vanishing

or exploding gradient problem. The recurrent neural network decoder consults this
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representation when determining the optimal paper to recommend based solely on

its title.

In this paper [6] system calculates byte frequency distribution using 1-gram

based approach to make payload profile. The packet payload length has a strong

impact on the byte frequency distribution, so multiple profiles are created for dif-

ferent payload lengths. Due to this, number of profiles for a particular service

becomes very large. To minimize the complexity of profile comparisons, profiles

are clustered together. The system is trained in an unsupervised way for profile

creation. In the testing phase the system captures incoming payloads and com-

pares the payload with stored normal profiles. If the new payload profile does

not match with any stored profile for the same service, then an alert is generated

indicating a suspicious packet.

In this paper [7] the number of users’ data is always large-scale, traditional

algorithms cannot effectively cope with e-commerce personalized recommendation

tasks. Author proposed an e-commerce product personalized recommendation

system based on learning clustering representation. Traditional KNN method has

limitation in selecting adjacent object set. Thus, introduced neighbor factor and

time function and leverage dynamic selection model to select the adjacent object

set and combined RNN as well as attention mechanism to design the e-commerce

product recommendation system.

7.4 Proposed Work

The work is proposed to study existing methods used for developing content based

recommendation systems and perform comparative analysis of these methods. As

a part of this work we will select an effective method from existing system and

develop a recommendation system. This work will attempt to design a content

based recommendation system using deep learning and compare the performance

of same with existing systems.

7.5 Objectives

1. To perform literature survey on content based recommendation system for

research paper publications and identify gap for new work.

2. To study and implement an existing NLP content based recommendation

55



system for computer science publications.

3. Proposing a novelty in existing NLP content based recommendation system

for computer science publications to achieve improvement using deep learn-

ing.

4. To perform the performance comparison of existing NLP content based rec-

ommendation system for computer science publications and the proposed

content based research paper recommendation systems using deep learning.

Possible Outcomes

1. Identification and study of various methods for recommendation system

2. Implementation of novel content based research paper recommendation sys-

tem using deep learning which gives better experience to the user.

Proposed work is planned in following phases.

Phase I - Literature Survey and Synopsis Preparation:

Duration:Nov 2021 – Dec 2021

In this phase we aim to do the Literature survey by collecting different journal

papers on that basis:

• Identify and study various methods of content based recommendation system

for research paper publications.

• Identifying various challenges of current content based recommendation sys-

tem for research paper publications

• Using literature survey, preparing the synopsis for the dissertation work

Phase II - Implement an existing content based research paper recom-

mendation system, Report writing and submission.

Duration: Jan 2022 – Feb 2022

In this phase we plan to carry out following task.

1. To find existing NLP techniques to design content based recommendation

system for computer science publications.

2. To perform critical analysis and identify merits and demerits of the system

and work on possible refinements in these system
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Phase III- Implementation of the proposed system and collecting ex-

perimental observations.

Duration: March 2022 – May 2022

In this phase we plan to carry out following task.

1. To implement content based research paper recommendation system using

deep learning.

2. To collect experimental observations.

Phase IV- Comparison and analysis of experimental results of proposed

method and earlier method. Report writing and submission.

Duration: June 2022–July 2022

In this phase we plan to carry out following task.

1. Comparison and analysis of experimental results of proposed content based

research paper recommendation system using deep learning and existing NLP

content based recommendation system for computer science publications.

8. Facilities Required for Project:

To carry out dissertation work, facilities that will be needed are mentioned below:

• Operating System: Windows

• Programming Language: Python

9. Expected Date for Completion of Work: July2022

10. Approximate Expenditure: Nil

Date: Seema Mane

Place: RIT, Rajaramnagar Student
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