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ABSTRACT

Recommender system (RS) are a type of suggestion to the information overload

problem suffered by user of websites that allow the rating of particular item. RSs

are one of the most successful and widespread applications of machine learning

technologies in E-commerce. These techniques are used to predict the rating that

one individual will give to an item or social entity. It uses the opinions of members

of a community to help individuals in that community to identify the information

most likely to be interesting to them or relevant to their needs. These systems

use the similarity between the user and recommenders or between the items to

form the recommendation list for the user. These preferences are being predicted

using different approaches, namely content-based approach, collaborative filtering

approach, etc. The movie RS are one of the most efficient, useful, and widespread

applications for individual to watch movie with minimum decision time. Many

attempts made by the researchers to solve these issues like watching movie, pur-

chasing book etc., through RS, whereas most of the study fails to address cold

start problem, data sparsity and malicious attacks.

To address data sparsity problem, we proposed Genre Similarity Based Trust

Model which considers genre specific user similarity and permits only trusted sim-

ilar profiles whose similarity exceeds with some predefined threshold value for each

genre. And to solve the cold start problem, we proposed a new personalized rec-

ommendation model known as Genre Based Deep Collaborative Filtering (GDCF)

which takes inputs as user item rating matrix and item genre as metadata for a

better understanding of the latent features representation, which is usually not

captured by the user item rating matrix. The performance evaluation of proposed

model is estimated using Root Mean Squared Error (RMSE) and Mean Absolute

Error (MAE) on MovieLens dataset which shows a major improvement over the

baseline methods with high accuracy of 81% with 0.60 MSE value.

Keywords: Collaborative Filtering, Deep Neural Network, Recommendation

System, Trust.
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Chapter 1

Introduction

Many different domains have used recommender systems, including product sug-

gestions, articles, book recommendations, movie recommendations, music recom-

mendations, news recommendations, and web page and document recommenda-

tions. Recommender Systems (RSs) gather data on user preferences for a selection

of goods (e.g., movies, jokes, applications, websites, travel destinations etc.) [19].

A user’s behavior, such as the songs they listen to, the apps they download, the

websites they visit, and the books they read, can be tracked explicitly (usually

by collecting ratings given by users) or implicitly (often by tracking their online

activity). RS may make use of user demographic information (like age, nation-

ality, gender) In Web 2.0, social data like followers, followed, twits, and postings

are frequently employed. Use of data from the Internet of things is becoming

more prevalent (e.g., GPS locations, RFID etc.)[10]. Recommender systems are

built using different methods. Depending on the information utilized to make

recommendations, these systems are divided into Content based (CB) filtering or

Collaborative Filtering (CF). CB techniques are based on profile of the target

user’s past interests the description of items. A CF technique is generally based

on the notion that persons with similar preferences about certain items are likely

to have alike preferences for other items [5].

Although Collaborative Filtering RS is the most popular recommendation sys-

tem, it still has some flaws like data sparsity (If only small portion of items are

rated by active users then it’s difficult to find sufficient number of similar users),

cold start problem (It represents the difficulty of making recommendations for new

users and items), Scalability(If the volume of dataset is increased, then system is
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unable to generates satisfactory recommendations), and Graysheep problem (Gray

sheep occurs in CF systems where the preferences and taste of a user do not equate

with any group and ultimately, the recommendation process fails to yield good

results)[8]. In actuality, comparing the ratings that two users provide for different

items is a way to determine how comparable they are. The number of products

that each user must rate in order for their ratings to be comparable is typically

low, hence a minimum number of corated items must have been rated by both

users.

Due to these limitations of CF recommendation system, trust and similarity

between users are taken into account to raise the level of suggestion rather than

only similarity-based users. Now a days, people prefer to acquire their information

from people they can trust, like parents, friends, and relatives. The social network

is a significant part of our everyday lives and has a wealth of information that may

be used to enhance the recommendation system for better prediction. There are

two types of trust among users. Implicit trusts describe the level of trust between

users and can be determined using the data set’s metadata. Explicit trust refers

to the trust that the user expresses [17]. Obtaining explicit trust is challenging

owing to data sparsity or lack of information. As a result, there are various metrics

available that are used to determine implicit trust. This assessment pertains

to how highly recommender systems value and consider the ratings offered by a

particular user. The trust measure is employed as a connecting edge between two

users, and this trust computation is readily represented in terms of a trust network.

Looking for a collaborative filter and utilizing trust propagation across the trust

network, one can create trustworthy users. The Trust-aware Recommender System

recommends the items that these trustworthy users liked to the current user. By

allowing users to express the degree of trustworthiness they place in one another,

trust-based recommender systems have shown to be effective in addressing some of

the drawbacks of CF-based techniques. In this study, Genre Similarity Based Trust

Model which combines genre specific user similarity which shows two users to be

highly similar when they like the same genre. A developed genre similarity based

trust model that permits only trusted similar profiles whose similarity exceeds

with some predefined threshold value.

Computer Science and Engineering Department 2
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1.1 Types of Recommendation System

The three primary classifications of recommendation systems are Content-Based

Filtering (CBF), Collaborative Filtering (CF), Graph-Based Method, and Hybrid

Recommendation.

1. Content-Based Filtering (CBF):

CBF is a traditional recommender system that suggests items with similar

properties [6, 24, 25]. CBF is based on the item’s description and takes into

account previous user behavior. It generates a user’s profile based on their

history. Content-based recommender system utilizes the contents of items

and finds the similarities among them.After analyzing sufficient numbers of

items that one user has already shown favor to, the user interests profile is

established. Then the recommender system could search the database and

choose proper items according to this profile. The difficulty of these algo-

rithms lies in how to find user preferences based on the contents of items.

Many approaches have been developed to solve this problem in the areas

of data mining or machine learning. For example, in order to recommend

some articles to a specific reader, a recommender system firstly obtains all

the books this reader has alreadyread and then analyzes their contents. Key

words can be extracted from the text with the help of text mining methods,

such as the well-known TF-IDF [8]. After integrating all the key words with

their respective weights, a book can be represented by a multi-dimensional

vector. Specific clustering algorithms can be implemented to find the centers

of these vectors which represent the interests of this reader. For example,

CBF extracts keywords from candidate papers, generates a user profile and

calculates similarity [13]. High similarity scores are used to determine which

papers are most similar to the user’s search and which ones should be recom-

mended to them. Webpages, news, and publishing recommendation systems

all utilize CBF to a large extent.

2. Collaborative filtering:

CF is widely used in movie and music recommendation. In CF, the pref-

erences and interests of two or more similar users are taken into account.

The collaborative filtering method collects and explores information about

Computer Science and Engineering Department 3
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users’ past behaviour in terms of likes and dislikes. This includes monitor-

ing the user’s online behaviour and forecasting their interests by observing

similarities of two users. In order to make recommendations for related prod-

ucts in the future, CF algorithms keep track of customer evaluations and

ratings from the past. One such technique is matrix factorization. Unlike

the content-based approaches, CF only relies on the item ratings from each

user. It is based on the assumption that users who have rated the same items

with similar ratings are likely to have similar preferences. CF is specifically

designed to provide recommendations when detailed information about the

users and items is inaccessible. Furthermore, it successfully mitigates the

problem of over-specialization [10], which is quite common in content-based

systems. Over-specialization is the phenomenon that recommended items

are always much the same and the diversity of recommendations is neglected.

As CF makes recommendations according to the neighborhood (people with

similar preferences), the item one user has consumed may be something new

tohis neighbors. The above features are particularly attractive which make

CF algorithms extensively employed in recommender systems. For example,

if the watch histories of users 1 and 2 are highly similar, it is likely that if

user 1 watches a movie, user 2 will watch the same or something close to it

[15].

3. Hybrid recommendation:

hybrid recommendation system combines Content-Based filtering (CBF) and

Collaborative filtering to suggest a broader range of items to users. The

Hybrid recommendation system approach merges characteristics of multiple

filtering approaches e.g. CBRS and CRS approach, by adding advantages of

each approach there by achieving better performance [15]. This also alleviate

various issues of RS such as ramp-up, data sparsity and overspecialization.

HF approach is widely accepted and very helpful as it reduces the limitations

of conventional recommender system. Firstly in 2002, author [17] suggested

a taxonomy of seven hybridization techniques.Author [20] proposed a HRS

algorithm by analyzing the similarity among content characteristics. This

relationship is inserted in HRS to increase their accuracy. At first, a novel

approach is used to obtain the content characteristic relation matrix. Then

Computer Science and Engineering Department 4
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the CRS is revised so that relation matrix can be efficiently merged with

the algorithm. This algorithm alleviates the ramp-up problem. He divided

hybridization technique into seven types. A hybrid recommendation system

increases system performance by addressing the shortcomings of each separate

algorithm.

4. Demographics based recommender system(DBRS):

DBRS works on the basis of user demographic data. The main goal of this

RS approach is to classify the user on the basis of attributes and user’s de-

mographic data stored in their profiles (i.e. gender, age, location etc.) for

suggesting the item. Unlike CRS and CBRS demographic approach doesn’t

need previous user ratings. DBRS works on three steps: Collecting input

data, similarity computation and recommendation prediction. Collecting in-

put data is the first step that includes new target user’s demographic in-

formation (the user who wants recommendations) and also demographic in-

formation and rating of other users. Similarity Computation step uses user

demographic information to retrieve users having related demographic inter-

est thus creating a neighborhood. Ultimately, recommendation computation

stage recommends items that are generally positively rated by surrounding

users.Author proposed a DBRS for product recommendations which identify

users buying plans from microblogs and make recommendations on the ba-

sis of matching user demographic data [17]. Conventional Product RS are

generally designed for some particular e-commerce websites, which provides

suggestions when users are carrying out some e-commerce activities.

1.2 Techniques to Design a Recommendation System

There are different techniques used to design a Collaborative Recommendation

System. Collaborative filtering models which are based on assumption that people

like things similar to other things they like, and things that are liked by other

people with similar taste.

1. Memory based approach: Memory-based CF is one method that calcu-

lates the similarity between users or items using the user’s previous data

based on ranking. The main objective of this method is to describe the

Computer Science and Engineering Department 5
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degree of resemblance between users or objects and discover homogenous rat-

ings to suggest the obscured items. The main idea of Memory-based CF is

to recommend user items based on past ratings and reviews given by the

user. This approach do remember the user’s likings and disliking and based

on it model gives personalized recommendations. In Memory Based Method

the ratings are provided by users and the system compute the similarities

between users and items. Based on all the ratings in database, the recom-

mender system finds neighbours for certain user or item and calculates the

predicted value for the unknown rating .These methods are simple to im-

plement, easily understandable and do not require training phase[3]. The

performance of memory-based CF is usually satisfactory on both accuracy

and diversity. Memory-based approaches can be classified further into the

following categories: User-based Approach and Item-based Approach.

In user-based CF technique, user profiling is done on the basis rating and

feedback given or collected from the user and based on this profile, users

having similar tastes are selected, and then they are given recommendations

based on the similar users. In short it finds similarities between different users

and using the rating from the top k closest (in similarity) users the system

determines rating prediction or recommendation for the target user [9]. For

each user, compute correlation with other users. For each item, aggregate the

rating of the users highly correlated with each user [4]. These similar users

are called neighbors and the scalability of these neighbors is a major issue

for CF algorithms. An item based recommender find similarities between

different items and the top k closest (in similarity) items are selected similar

with the target item to determine rating prediction or recommendation for a

particular user for a target item [9].

Unlike the user-based CF, item-based CF focuses on the similarities among

items. It is based on the assumption that items with similar user ratings

are likely to be of similar types. Hence the similarities among items are

firstly calculated using the same similarity measures with the user-based CF.

After choosing the neighbors for the target item and calculating the weighted

average, the predicted rating on this item is obtained. It is easy to understand

that once the items are too many and change frequently, scalability problem

Computer Science and Engineering Department 6
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is also difficult to avoid.

2. Model-based Approach: Model-based Collaborative filtering approach in-

volves building a model based on the dataset of ratings. In other words,

we extract some information from the dataset, and use that as a “model”

to make recommendations without having to use the complete dataset every

time. This approach potentially offers the benefits of both speed and scala-

bility.

Although the memory-based CF is useful in effectively predicting missing

ratings and presenting recommendations, it still has a few limitations. For

instance, whenever a recommendation task is conducted, the system has

to load all the ratings into the memory and implement specific algorithm

based on the complete dataset. [10].Limited by the storage and comput-

ing resources, memory-based CF may often become quite time-consuming.

Therefore, recommender system which can provide proper items with accept-

able time consumption is highly desired .The model-based C.F. recommenda-

tion has been introduced to overcome the challenges of memory-based C.F.

These techniques discover the rating pattern from historical data and give

highly accurate and effective recommendations from some sample data.[8]

The model-based RS requires a learning phase in advance for finding out

the optimal model parameters before making a recommendation. Once the

learning phase is finished, the model-based RS can predict the ratings of

users very quickly. Clustering model and matrix factorization are familiar

techniques used in model-based approaches. SVD, SVD++, and ALS are

popular M.F. techniques that have gained importance in the Netflix price

challenge’s recommender system.

Model-based collaborative filtering is not required to remember the based

matrix. Instead, the machine models are used to forecast and calculate how

a customer gives a rating to each product. These system algorithms are

based on machine learning to predict unrated products by customer rat-

ings. These algorithms are further divided into different subsets, i.e., Matrix

factorization-based algorithms, deep learning methods, and clustering algo-

rithms. Normally, the simple cluster algorithm is used like K-Nearest Neigh-

bor to identify the nearest embedding or neighbor consisting of a similar ma-

Computer Science and Engineering Department 7
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trix used for a product or a customer embedding. The matrix factorization

technique is different from analyzing and exploring the rate of rating matrix

in an algebra context and has two main goals. First, the initial ambition is

to reduce the rating matrix dimension. This approach’s second ambition is

to identify perspective features under the rating matrix, which will provide

several recommendations.

3. Trust-aware Recommender System: As another approach to alleviate

the problems of traditional CF approaches (such as the data sparsity and cold-

start), trust information has been widely used in CF methods.The resulting

hybrid systems typically explore the trust network and find a neighborhood

of users trusted (directly or indirectly) by a user and generate recommenda-

tions by aggregating their ratings [15]. As mentioned earlier, there are two

main trust-based filtering methods: explicit trust and implicit trust. Since

in explicit approaches trust values are obtained from pre-existing social links

between users, asymmetry of the trust is always satisfied. In contrast, im-

plicit approaches are often symmetric since they are based on the similarity

or error measures which are symmetric in general [31]. According to [49],

the performance of using implicit trust information is slightly worse than ap-

plying explicit trust information. Nevertheless, explicit trust-based filtering

approaches encounter two major limitations [14]: (1) they require extra user

efforts to label the trust statements. Accordingly, explicit trust statements

may not always be available; (2) they suffer from the cold-start problem

since new users should specify explicitly whom they trust before the filtering

becomes effective. These limitations make the implicit trust-based filtering

approaches more feasible to use [14]. Hence, the present work focuses on the

implicit trust. With time, researchers have shifted their attention towards in-

corporating trust in RSs because of the problem of sparsity, malicious attacks

etc. In traditional CF based RS, motivated by the fact the people generally

agree upon the choices made by their friends, colleagues whom they trust.

Trust information helps in overcoming the said problems.

(a) Requirement of Trust: Trust plays an important role across many

disciplines and forms an important feature of our everyday lives. In ad-

dition, trust is a property associated with people in the real world as

Computer Science and Engineering Department 8
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well as social media. In recommender systems, it is defined based on the

other user’s ability to provide a valuable recommendation.

Concentration has been given towards incorporate trust in recommended

system because of the problem of sparsity and malicious attacks. In tra-

ditional CF. Trust is an agreement between choices of the friends and

colleagues upon the user. Evaluation of trust information tries to over-

come the problems in CF. Implicit trust mined out from the similarity

of the users while explicit trust value has been given by the user ex-

clusively. Donovan and Smyth [4] discussed about the effectiveness of

trusted users for recommendation. They proposed quality recommenda-

tions using Resnick formula on the basis of profile level and item level

implicit trust.

i. Types of Trust:

Trust can be either of two types:

Explicit trust: Explicit trust is the trust value explicitly provided

by the users.

Implicit trust: It refers to the trust information implicitly inferred

from user behavior in the system e.g. user-item ratings.

ii. Advantages of implicit trust over explicit trust:

1) Explicit trust puts an extra burden on user for providing trust

information apart form rating information.

2) Some popular datasets available for research purposes lack explicit

trust information.

3) Most of the publicly available explicit trust data set contain trust

scores in binary form.

4) Sometime explicit trust could be noisy. Users may trust each other

due to various offline relations.

5) The amount of explicit trust information is relatively less than the

number of ratings.

6) Implicit trust metrics are based on the instinct that users with

similar ratings tend to be trustworthy.

There are limited studies on recommendation systems using Deep Neural Networks

(DNNs), despite the fact that these technologies have had considerable success in a

Computer Science and Engineering Department 9
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number of disciplines recently, including computer visionn, speech recognition, and

natural language processing (NLP). In recent studies, some researchers presented

deep learning-based recommendation algorithms, but most of these models use

fixed interaction between user and items (user-item rating matrix) by neglecting

additional information which leads to poor prediction accuracy. Therefore to

consider extra information of an item we proposed an efficient Genre Based Deep

Collaborative Filtering Model(GDCF) which takes Genre of the data as input

along with user-item rating matrix that exploit item genre information to make

more accurate recommendations. GDCF achieves much better performance with

repeat to the conventional approaches.

The proposed system implements an efficient Genre Based Deep Collaborative

Filtering Model (GDCF) which takes Genre of the data as input along with user-

item rating matrix that exploit item genre information to make more accurate

recommendations and Genre Similarity Based Trust Model which combines genre

specific user similarity which shows two users to be highly similar when they like

the same genre. A developed genre similarity based trust model that permits only

trusted similar profiles whose similarity exceeds with some predefined threshold

value. GDCF achieves much better performance with respect to the traditional

approaches.

1.3 Research Challenges

The recommender system faces many challenges needed to be investigated and

need solutions in this section we will introduce some of them.

1. Cold Start problem: cold start problem arises mainly when we have a new

user to the site or when adding a new item to the system. Firstly, how we

would recommend items to the new user we don’t know his interests and he

didn’t rate any item yet. Secondly, to whom we can recommend this new

item to others, even no one rate this item neither it’s good or bad to be likely

by users.

The cold-start problem is also a serious concern similar to data sparsity issue.

The active users with fewer feedback or the items with minimum ratings

lead to cold-start problem. On the other hand, new users joined the system

or newly added items suffer from the cold-start recommendation problem.

Computer Science and Engineering Department 10



A Trust Based Collaborative Filtering Recommendation System using Deep Neural Network

Due to cold-start problem and less amount of existing feedback information,

the recommendation process lack in building suggestions based on similarity

measures.

2. Sparsity Problem: Sparsity Problem is an important issue in recommender

systems, it’s happening when a user has large matrix contain buy items or

watch movies or listing for music. Sparsity evolved when the user didn’t rate

these items. While recommender systems depend on users rating matrix users

to recommend to the others.

Though huge item ratings are available, it is known from the existing data

that only a few users present their ratings as feedback for selected items.

This circumstance leads to a low density of user feedback, approximately 1

percentage of the whole data. Thus the collaborative filtering algorithm faces

several complications in rating prediction process due to the shortcomings of

data sparsity or lack of ratings. Cosine similarity measures fade with its

performance in identifying similar locations and users due to data sparsity

problem.

3. Scalability: Scalability measure the ability of the system to work effectively

with high performance while growing in the information. Recommender sys-

tem needs to recommend items to the users without no change while the

number of users increased or the number of items increased too. To achieve

this we need more computations and get expensive.

4. Gray Sheep: gray sheep occurs in collaborative filtering systems where the

opinions of a user do not equate with any group and consequently, is unable

to obtain the benefit of recommendations.

1.4 Motivation of the Present Work

The main aim of A Trust Based Collaborative Filtering Recommendation System

using Deep Neural Network to suggest or recommend movie to users. The most

widely used recommender system is the collaborative RS. However it suffers from

different problems such as cold-start, data sparsity, malicious attacks and Gray-

sheep problem. Because of the restrictions and challenges of collaborative (CF)

recommendation, instead of similarity based user, trust and resemblance between

Computer Science and Engineering Department 11



A Trust Based Collaborative Filtering Recommendation System using Deep Neural Network

the users are taken into consideration for better recommendation. The proposed

system implements an efficient Genre Based Deep Collaborative Filtering Model

(GDCF) which takes Genre of the data as input along with user-item rating matrix

that exploit item genre information to make more accurate recommendations and

Genre Similarity Based Trust Model which combines genre specific user similarity

which shows two users to be highly similar when they like the same genre. A

developed genre similarity based trust model that permits only trusted similar

profiles whose similarity exceeds with some predefined threshold value. GDCF

achieves much better performance with respect to the traditional approaches.

1.5 Objectives of Present Work

1. To perform literature survey on trust based collaborative recommendation

system and identify gap for new work.

2. To study and implement an existing trust based collaborative recommenda-

tion system using machine learning.

3. Proposing novelty in existing machine learning trust based collaborative rec-

ommendation system using deep neural network to achieve improvement.

4. To perform the performance comparison of existing machine learning trust

based collaborative recommendation system and the proposed trust based

collaborative recommendation system.

1.6 Layout of the Thesis

This work is arranged as follows: Chapter 1 gives brief overview of Recommen-

dation system, its types, techniques, some research challenges and objectives of

present work. In chapter 2 discuss about the history of the Recommendation

system, literature survey related to deep learning based Recommendation sys-

tem presents a literature review on Trustworthy CF recommendation systems .

Chapter 3 discusses the theoretical concept of Deep Neural Network and trust

based Recommendation System. Chapter 4 briefly discuss about methodology of

proposed Recommendation system. Chapter 5 describes the comparative experi-

mental results of DNN, DNN with Trust, GDCF and GDCF with Trust. Finally

the chapter 6 describes the conclusion about proposed Recommendation system.
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1.7 Closure

This section discusses the Recommendation system. Chapter 1 gives information

about two characters of the Recommendation system and also gives an overview of

some challenges faced while designing the Recommendation system. This section

briefly discusses different Recommendation designing techniques. The research

motivation and objective are also included in chapter 1.
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Chapter 2

Literature Review

2.1 Introduction

For research purpose literature survey is very important part. It performs critical

analysis on existing Recommendation system. Researchers can perform compara-

tive study with the help of literature survey. It helps to find out gap or limitation

of existing Recommendation system. It also helps to find out the problem state-

ment. This Chapter covers different reviews carried out by the researchers for

designing Recommendation framework to improve the presentation of the system.

The performance of Recommendation system can be improved through different

methodologies using collaborative filtering technique. It can be classified in two

ways, Traditional CF Recommendation System and Trust Based CF Recommen-

dation System by considering trust between two users.

Many different domains have used recommender systems, including product

suggestions, articles, book recommendations, movie recommendations, music rec-

ommendations, news recommendations, and web page and document recommen-

dations. Recommender Systems (RSs) gather data on user preferences for a se-

lection of goods (e.g., movies, jokes, applications, websites, travel destinations

etc.).

2.1.1 Traditional Collaborative Filtering Recommendation System

In contrast to the traditional clustering mechanism, the author has proposed a

novel bio-inspired clustering technique that combines fuzzy clustering technique

with swarm intelligence for UBCF. It has been evaluates on Yelp and Trip Advi-
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sor datasets for better recommendation accuracy [1].In order to improve the user

similarity calculation, which is appropriate for sparse data and significantly boosts

prediction accuracy, a new similarity measure approach is proposed in this study.

This method takes user confidence and time context into account [2].The pro-

posed approach considers a binary relationship between every single pair of item

features in order to overcome the new item cold-start problem of IBCF. It also

creates associated attributes to enhance the information about a new item and

can be used to generate accurate and varied suggestions for new things in contem-

porary RS [3].In order to increase prediction accuracy, the author has presented

a new MF model called ESVD (Enhanced SVD), which combines the traditional

matrix factorization methods with ratings completion and the Multi-layer ESVD

is used to manage the imbalanced data sets with more users than items or more

users than items, respectively, the Itemwise ESVD and Userwise ESVD are intro-

duced [4].The author has proposed a hybrid model that combines deep learning

technology with a collaborative filtering recommendation algorithm. For latent

features extraction, the model first applies a quadric polynomial regression model

instead of the traditional MF techniques for feature representation. These latent

features are then given to the deep neural network model as input data to predict

the rating score. [5].A unique multi-criteria CF algorithm based on deep learning

is proposed in this research. The model first acquires the features of the users and

the items and feeds them to the deep neural network as an input for the criteria

ratings prediction. Then the overall rating deep neural network to predict overall

rating, which receives these criteria ratings as input [6].

The two classes of CF algorithms are memory based and model based algorithms.

Recommendations based on complete user profile database known as Memory

based algorithms while model based algorithms trained a model with previous

history of user profile and recommend accordingly. Goldberg and Nichols [9] ex-

plains how collaborative filtering algorithms implemented in practical aspects to

identify similar users in an information tapestry. Ungar and Foster [25] represents

variations of K-means clustering and Gibbs Sampling on model parameters to

estimate the model and compare with statistical model of collaborative filtering.

Later, in Konstan et al. [13] automate the grouping of news articles in Usenet

using CF too. Goldberg et al. [10] recommend jokes to the user and books by
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Amazon using CF recommender systems based on Jester system. On the basis

of user preference, CF system provides unexpected qualitative information to the

user. But cold start, data Sparsity and Gray sheep problem is significant in CF

systems. Accuracy of the CF system decreases due to data sparsity. Nagpal et

al. [24] evade the data sparsity problem for feature selection of biomedical data

using Gravitational search algorithm. Gupta and Hagpal [12] discussed when the

taste of one user doesn’t match with others, the CF system disable to produce

recommendation in support to Gray sheep problem.

2.1.2 Trust Based Collaborative Filtering Recommendation System

A trust-based recommendation model is proposed for active user to select ap-

propriate restaurants as per their choice which utilizes multicriteria ratings and

implicit trust between customers to generate customized restaurant recommenda-

tions[7] .In this paper, For the selection of the nearest neighbour, the trust level

is integrated. The expansion of various path lengths creates the trust network,

and the trust transmission rules can be used to determine the trust value be-

tween users [8].Author has considered three aspect to improve the performance

of proposed model, first to calculate the similarity between two items by consid-

ering common rated items then calculate the direct trust using trust weight and

to calculate indirect trust between two users transfer mechanism is introduced.

Finally user similarity score is combined with trust value and using trust weight-

ing method prediction is generated [9].Author proposed trust-based collaborative

filtering recommended system named as reputation-enhanced algorithm, which

considers initial implicit reputation with explicit users response information to

improve the performance of trust matrices and to alleviate the trust network spar-

sity and resulting into better recommendation accuracy[11].In this paper author

implemented a new trust based filtering recommendation algorithm which uses

Resnick’s standard prediction formula .This filter allows only trustworthy profiles

whose trust value exceeds some predefined threshold value using profile level trust

approach and the model is evaluated on MoviLens Dataset[12].Author proposed

new trust computation approach over traditional CF approach which considers

similarity, centrality and social relationships. Probabilistic matrix factorization

method is used for rating prediction of an item based on rating (user-item) matrix.
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Similarity is calculated using Vector Space Similarity and Pearson Correlation Co-

efficient. Proposed trust model is validated on an Epinions dataset which shows

better rating prediction by using similarity and centrality instead of using binary

trust values [13].

Concentration has been given towards incorporate trust in recommended sys-

tem because of the problem of sparsity and malicious attacks. In traditional CF.

Trust is an agreement between choices of the friends and colleagues upon the user.

Evaluation of trust information tries to overcome the problems in CF. Implicit

trust mined out from the similarity of the users while explicit trust value has been

given by the user exclusively. Donovan and Smyth [4] discussed about the effective-

ness of trusted usersfor recommendation. They proposed quality recommendations

using Resnick formula on the basis of profile level and item level implicit trust.

Golbeck and Rovideskey [8] evaluates the trust value for a movie recommendation

by using the Tidal Trust algorithm. By means of nearest trust path, this algorithm

tries to find the scorings of all users made by the target user. Lathia et al. [14]

proposed trusted k-nearest recommenders (KNR) algorithm to trust information

between the users and tried to remove the drawbacks of traditional CF. Massa and

Bhattacharjee [16] recommended common items using the explicit trust data from

the users to conciliate the sparsity of the ratings. Massa and Avesani [15] proposed

a novel approach to reduce the data sparsity and cold start problem for explicit

recommendation using trust metrics and its propagation. Shamri and Bharadwaj

[2] introduced different recommendation policies by exploring both trust and dis-

trust. Computing weighted trust metrics and implementation of Fuzzy focused on

to generate better recommendations. The above-mentioned algorithms use trust

relationship among users and the similarity between users in addition it neglect

the trust propagation mechanism between users, so it can’t well solve the problem

of data sparsity and Gray sheep problem. Keeping the problems occurred in CF,

we considered both trust and similarity between users.

Many authors outperformed recommendations using deep neural network which

takes input as user item rating matrix. A Genre Based Deep Collaborative Fil-

tering (GDCF) which takes inputs as user item rating matrix and item genre as

metadata for a better understanding of the latent features representation, which

is usually not captured by the user item rating matrix and Genre Similarity Based
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Trust Model which considers genre specific user similarity and permits only trusted

similar profiles whose similarity exceeds with some predefined threshold value for

each genre.
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Chapter 3

Theoretical Background

This chapter will formally introduce some theory behind deep learning and trust

computation techniques used in practice for designing proposed System.

3.1 Matrix Factorization

Matrix factorization is a way to generate latent features when multiplying two

different kinds of entities. Application of matrix factorization [3, 23] in CF is to

identify the relationship between items’ and users’ entities. With 95% sparsity in

users’ ratings, the recommendation model provides high computational complexity

with low accuracy. Matrix factorization is a process, where the actual users’ rating

matrix is divided into two feature (user and item) matrices in such a way that

multiplication of the new two matrices will give the actual matrix. The predicted

matrix has similar output with the true values, and the 0 ratings in actual matrix

are replaced with the prediction based on the similar users’ preferences.Matrix

factorization is easy to implement, potentially interpretable and requires less query

time. However this cannot capture complex relation in data due to linear model.

3.2 Deep Neural Networks (DNN)

DNN is the multiple neural building blocks that can be composed in to a single

differentiable and trained the network end to end. The interesting features are

end to end differentiability and provide suitable inductive bias catered to the input

data. Data complexity and large training samples leads to reasonable performance

gain.
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The deep learning method tried to predict the rating of an item for an active

user and recommend an item to a user accordingly. The embedding layer receives

the user-item feature matrix as an input. The dot product of two feature matrices

are passed through dense hidden layer in which,number of nodes in the layer is

equal to the number of features. Accuracy of the model is measured through MSE

(Mean square error).

Figure 3.1: Deep Neural Model Architecture

The deep learning method tried to predict the rating of an item for an active

user and recommend an item to a user accordingly. The embedding layer receives

the user-item feature matrix as an input. The dot product of two feature matrices

are passed through dense hidden layer in which, number of nodes in the layer is

equal to the number of features.

3.3 Trust Based Filter

In CF, Consumer searches for the information and producer provides the infor-

mation. The technical hitches of CF systems can be dealt with trust properties.

The trust is assessed as readiness to accept the truth in a client on the basis of

expertise and performance in a particular time. A trust system is considered as a

network of interfacing peers. The communication between two domestic entities
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is considered as an end product of building the trust association with an addi-

tional entity by the prescribed representations of trust. According to Donovan

and Smyth Local trust and Global trust are two important distinction of trust

metric. Without peer dependency, computation of a single score termed as Global

Trust. Local trust metric provides personalized scores, means it suggests trustable

peer. Predicted rating for an item i and consumer c, can be evaluated based upon

producer profiles, associated with their individual average recommendations ac-

cording to similarity with the consumer. Resnick’s standard prediction rating will

be

c(i) = c+

∑
p∈P T(i)(p(i)− p) ∗ sim(c, p)∑

p∈P T(i)|sim(c, p)|
(3.1)

For consumer profile c, c(i) is the rating to be predicted for the item i and for

producer profile p, p(i) is the rating for the item i. c and p are the mean ratings

of c and p respectively. The similarity between profiles c and p were measured by

Pearson’s correlation coefficients. The contribution to the rating prediction of a

partner to its target user depends on the level of similarity between them given by

Resnick. High similarity contributes more to the system in prediction of rating.

Trust p, the profile-level trust is the percentage of correct recommendations that

the producer has contributed.

Trustp =
|CorrectSet(p)|
|RecSet(p)|

(3.2)

Where correct recommendation set is

Correct(i, p, c) ≈ |p(i)− C(i)| <€

The difference of rating greater than some threshold value will be correct (i, p,

c) recommendation and the whole recommendations for a producer is RecSet(p).

Trusted based recommendation is filter decides the trustworthy profiles to partic-

ipate in the prediction process. The modified version of Resnick’s formula allows

producer profiles whose trust value exceeds some predefined threshold to partici-

pate in the recommendation process.

The standard Resnick method applied to the most trustworthy profiles given (Eq.

3.3).

C(i) = C +

∑
p∈P T(i)(p(i)− p) ∗ sim(c, p)∑

p∈P T(i)|sim(c, p)|
(3.3)
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P T (i) = {p ∈ P (i) : TrustP (p, i)}

In a recommender system, trust values for producers can be annulled from the

similarity measure between users and the variation of predicted rating and the

actual rating.In the proposed model an active user is being tested for cold user. Not

being a cold user, trust between the intended users with other users in the system

was calculated using Donovan’s trust formula. Performance of all referred models

being calculated and combined with trust value produced for the recommendation.

3.4 Popularity Based Recommendation System

In the proposed model an active user is being tested for cold user. Not being

a cold user, trust between the intended users with other users in the system was

calculated using Donovan’s trust formula. Performance of all referred models being

calculated and combined with trust value produced for the recommendation. For

a cold user, Optimal Score Generator generates a score based on the rated movies

and sorted in a descending order.

Score = (timestamp/max(timestamp)) ∗ zscore (3.4)

High order optimal score along with user preferences recommends the exact movie.
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Chapter 4

Methodology of Present Work

4.1 Introduction

This chapter discusses about proposed architecture and mathematical model of

GDCF Model. Following that, the Genre Similarity Based Trust Model is dis-

cussed using PCC proposed by Manos Papagelis[ 14]. This chapter gives detailed

explanation of proposed Recommendation system.

4.2 Overview of proposed System

Figure 4.1: Proposed Model Architecture
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As shown in Fig 4.1, the proposed system architecture which consists of two mod-

ules named as GDCF and GDCF with Trust. Initially, data is preprocessed and

split up into training and testing set. In the GDCF module, to acquire the latent

features of the users and items, we use user item interaction rating matrix and

Genre of item to obtain the latent features. Then these latent features are given

as input to GDCF model which uses the forward propagation algorithm. We will

receive some probability values that indicate the predicted rating in the output

layer. Finally, the highest probability score will be used as the prediction result

for a target user and accuracy is calculated through Mean Squared Error (MSE)

on Test Set.

On the Other hand In terms of the particular application area, we view user asso-

ciations as a manifestation of mutual trust that has been built up through time.

The more alike two users are, the more their formed relationship of trust would be

regarded, as trust is defined in terms of similarity conditions. In proposed Trust

based GDCF Model, we propose Genre Similarity Based Trust method which com-

bines genre specific user similarity. In this, two users to be highly similar when

they like the same genre and to calculate the similarity between two users, Pear-

son Correlation Coefficient (PCC) proposed by Manos Papagelis[14]. A developed

trust computational model that permits only trusted similar profiles whose sim-

ilarity exceeds with some predefined threshold value and then incorporate trust

inference in GDCF systems by modifying the predicted ratings of specific items

as per trusted users rating. Performance of GDCF model being calculated and

combined with trust value produced for the recommendation.
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4.2.1 Genre Based Deep Collaborative Filtering Neural Network (GDCF)

Figure 4.2: Genre Based Deep Collaborative Filtering Neural Network

The GDCF Neural Network model is employed as the neural network architecture

to build a user item prediction model and to benefit from fully connected neural

network based CF where the neural network’s next layer is fed the output of the

previous layer, as shown in Fig 4.2.For utilizing metadata features of user and

item, there are number of ways and applications to customize Input Layer. In

our system, we have considered genre of the movie for user item interaction that

exploit item genre information to make more accurate recommendations. The col-

laborative framework covered by NCF [18] uses the one-hot encoded binary values

as the user and an item input features. It is the most general and uncomplicated

form that is adaptable to any input feature vector. To overcome the cold start

issue, the one-hot encoded vector demonstration is modified to contain metadata

information of user and item. The content features are deemed to be the user’s

demographic data as well as the genre of item. The user-item metadata infor-

mation’s binarized values are represented by the input user-item feature vector.

In this model the input layer of the network is an embedding layer that is fully

connected layer that transforms the sparse vector representation that was one-hot

encoded into a dense vector representation. The latent features are represented

by these embedded vectors of user, item and genre etc then the neural network

architecture concatenates all latent features at hidden layer. It converts these

features into extra low dimensional latent vectors to help to understand the com-

plicated non-linear relationship between the item and user metadata. It is possible
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to modify each layer to state a more complex hidden latent feature interaction.

The competency of model is determined by the final hidden layer dimension.

As discussed above GDCF Model in figure 4.2, which takes the latent features of

users items and genre of the item as the inputs and uses the forward propagation

algorithm to predict the rating scores. According to our model, in the input layer,

the input vector x0 is concatenated by the latent features of users and items;

therefore, for any record Rij, we have

X0 = concatenate(Ui, Vj) (4.1)

Where the function concatenate() is used to concatenate two vectors. When X0

passes through the first hidden layer, the output of the first hidden layer is obtained

by the following equation:

X1 = activation(W1x0 + b1) (4.2)

where W1 is the weight matrix between the input layer and the first hidden layer,

b1 is the bias vector, the activation() indicates the activation function, which

is designed to make the neural network model nonlinear and multilayer neural

networks become meaningful. In the DNN model, the activation functions that

we use include the sigmoid, tanh, and ReLU functions. In this paper, we choose

ReLU as the activation function for our model because it is more effective and

easier to optimize [26].

By Eq. (4.2) and the discussion above, we can obtain the output at the l-th hidden

layer:

X1 = ReLU(Wlxl−1
+ b1) (4.3)

In the output layer, our training goal is to predict the user’s rating score Rij.

We use the One-Hot encoding method again to obtain the supervised value y

=OneHot(Rij); therefore, we need to transform the output result by the softmax

method to obtain the prediction value of the corresponding position of y, that is

y = softmax(Woutxh + bout) (4.4)

where h represents the number of hidden layers, xh is the output of the last

hidden layer, and Wout and bout represent the weight and bias of the output
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layer, respectively.

4.2.2 Genre Similarity Based Trust Model

Building a user-item rating matrix and computing user similarity are essential

components of collaborative filtering. Collaborative filtering techniques, however,

have a number of drawbacks, including cold start users and data sparsity. Few

research studies have included user similarity in trust models as a solution to this

problem. Reconstructing the trust matrix with the use of weighted trust propaga-

tion and user similarity aids in solving the cold start issue. The authors suggested

an algorithm for trust score that builds a trust relationship matrix by combining

the quantity of items and the similarity score between users. Another study [16]

presented a trust model based on the similarity of user rating behaviors and prop-

agated trust. According to Donvaon and Smyth [17], there are two key variations

of trust metrics: local trust and global trust. Without peer dependence, a single

score called “Global Trust” is computed. Local trust metrics offer modified rank-

ings, indicating trustworthy peers. Based on producer profiles and their unique

average recommendations in relation to similarities with the consumer, predicted

ratings for an item and consumer can be assessed.

The above trust Model is solely based on the concept if producer profiles has

performed well before in terms of rating prediction, then these profiles can be

considered as more trustworthy than one whose predictions capability is poor. In

each recommendation session, the producer profiles generate the recommendations

and consumer profiles receives the recommendation. This trust based Recommen-

dation System filters the trustworthy Producer profiles whose trust value exceeds

a certain threshold are included to participate in the prediction process. Making

recommendation using Donovon’s trust formula is two-step practice.

In order to calculate the trust score for any given pair of users, pairs rating vec-

tors must first be produced. This process results in the creation of a trust matrix.

Making preliminary prediction and determining similarity are further divisions of

this process. The final predictions are given by substituting a trust matrix for the

similarity matrix. The method’s computing cost is significantly increased by the

creation of the trust matrix.

According to our methodology, user similarity and relative importance each have
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an impact on user trust, therefore we have considered similarity between two users

to calculate the trust.

In Genre Similarity based Trust Model, first we considered user preference for item

genre and classify users according to their preference for item genres. Selecting

an active user of a particular genre means user prefer that genre therefore build

a genre rating < u g > matrix from the master dataset, including user id, item

id and item genre (u-id, i-id, r, i-g) by calculating the user preference average per

item genre (g), which shows two users to be highly similar when they like the

same genre. In second step Similarity between users’ preference was determined

according to the average rating for the item genres using below equation

diff(a, ui) = |avr ra,gj − avrr ui,gj (4.5)

a, and ui preferred gj

where i=1...n, and j=1...,s.

diff(a, ui) ) represents the degree of difference between a and u preferences for

the same genre g. Smaller the value, more the similarity between users. avr ra,gj

represents the average ratings of a to gj.avrr ui,gj represents the average ratings of

ui to gj.

Then calculate the trust between the target users with other users in the system

using Trust Inference proposed by Manos Papagelis which uses Pearson Correlation

Coefficient (PCC) in equation 3.

sim(ux, uy) =

∑n′

h=1(rux , ih − rux)(ruy , ih − ruy)√∑n′

h=1(rux , ih − rux)
2

√∑n′

h=1(ruy , ih − ruy)
2

(4.6)

Where i=1...n(numbers of item)

rux , ih as the rating of user ux to item ih and

rux and ruy , are the average ratings of users ux and uy respectively, then the trust

between two users is defined as the Pearson correlation [20] of their associated

rows in the user-item matrix. A trust model has been developed that permits

only trusted similar profiles denoted by V T using equation (4) whose similarity

exceeds with some predefined threshold value and then incorporate trust inference

in GDCF systems by modifying the predicted ratings of specific items as per
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trusted users rating.

V T (i) = v ∈ V (i)TrustP (v, i) > T (4.7)

The key components of the given model are to first train the GDCF model using

the training data that is provided, and then modify the predicted rating using

predicted ratings from users in the user’s trusted user network. Equation 5 is used

to calculate the adjusted rating value. The weighted sum of ratings from trusted

users and the user’s average rating make up the modified rating, which is divided

into two parts.

Ri,k = Ri ±
∑

v∈V (Fv,k − Fv) ∗ T (i, v)∑
v∈V T (i, v)

(4.8)

where Ri is the user i’s average rating, V is the user i’s trusted user set, and Fv

is the user v’s average rating from the trusted user set v. The performance of the

suggested method is to be assessed using the evaluation metric of actual ratings

and changed predicted ratings once the modified predicted ratings are computed.

Performance of the DNN model is calculated, and the recommendation’s trust

value is coupled with it.

4.3 Closure

In this chapter proposed methodology explained. The architecture and mathe-

matical structure of proposed model described briefly in this chapter.
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Chapter 5

Experimental Environment

5.1 Introduction

This chapter discusses experimental environment such as software requirements

for proposed Recommendation system, dataset and evaluation matrices used to

measure the performance of the proposed system. This chapter gives information

about experimental results and analysis. ]. A developed trust computational

model that permits only trusted similar profiles whose similarity exceeds with

some predefined threshold value and then incorporate trust inference in GDCF

systems by modifying the predicted ratings of specific items as per trusted users

rating. Performance of GDCF model being calculated and combined with trust

value produced for the recommendation.

5.2 Experimental Environment

1. Operating System: For proposed Recommendation system Windows operat-

ing system is used.

2. Programming Language: Python programming language is used to implement

proposed Recommendation system. This language contains some build-in

packages for machine learning. For implementation purpose python 3.5 ver-

sion is used.

3. Keras: Keras is a deep learning API written in Python, running on top of

the machine learning platform Tensor Flow. It was developed with a focus

on enabling fast experimentation. Being able to go from idea to result as fast
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as possible is key to doing good research.

4. TensorFlow: TensorFlow is a software library or framework, designed by the

Google team to implement machine learning and deep learning concepts in

the easiest manner. It combines the computational algebra of optimization

techniques for easy calculation of many mathematical expressions.It includes

a feature of that defines, optimizes and calculates mathematical expressions

easily with the help of multi-dimensional arrays called tensors. It includes

a programming support of deep neural networks and machine learning tech-

niques.

5. Google Colabaratory: For faster training the proposed system requires GPU.

The Google Colaboratory provides free GPU services for limited period of

time. Colab is a Python development environment that runs in the browser

using Google Cloud

5.2.1 Dataset

The dataset constraint in our experiment is the dataset in the proposed algorithm

does not contain only rating data but also information about the genre and the

user profile data (namely age, gender, occupation, and location) to capture user’s

preferences. The statistics of the ml –latest-small dataset is shown in Table 5.1.

Table 5.1: Genre name in ml-latest-small dataset and number of movies per genre

No gName No.of Movies No. gName No.of Movies

1 Drama 13,344 11 Mystery 1514

2 Comedy 8374 12 Fantasy 1412

3 Thriller 4178 13 War 1194

4 Romance 4127 14 Children 1139

5 Action 3520 15 Musical 1036

6 Crime 2838 16 Animation 1027

7 Horror 2611 17 Western 676

8 Documentary 2471 18 Film -Noir 330

9 Adventure 2328 19
No Genre

Listed
246

10 Sci-Fi 1743

This ml-latest-small dataset [MovieLens] is used for experimentation (http://
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movielens.org). These data were created by 610 number of users between 29 March

1996 and 24September 2018 includes 100837 ratings for 9741 number of movies.

The included users were randomly selected and each selected user had given rating

to at least 20 movies. The dataset files are presented as comma-separated values

which includes ‘links.csv‘, ‘movies.csv‘, ‘ratings.csv‘ and ‘tags.csv’.For experimen-

tation purpose, we have considered only movies.csv and rating.csv

‘rating.csv’ file contains rating for all users in the form of userId, movieId, rating,

timestamp ‘movies.csv file contains Movie information in the form of movieId, ti-

tle, genres.

Genres of movies are pipe separated list which includes Action, Adventure, An-

imation, Children’s, Comedy, Crime, Documentary, Drama, Fantasy, Film-Noir,

Horror, Musical, Mystery, Romance etc

5.2.2 Evaluation metrics

Predictive accuracy measures such as MAE, RMSE are used for performance eval-

uation purposes. To analyse the performance of our model, the Root Mean Square

Error (RMSE) is selected to measure the loss in the prediction system.

Root Mean Squared Error (RMSE):

Root Mean Square Error (RMSE) is the standard deviation of the residuals

(prediction errors). Residuals are a measure of how far from the regression line

data points are; RMSE is a measure of how spread out these residuals are. In other

words, it tells you how concentrated the data is around the line of best fit. Root

mean square error is commonly used in climatology, forecasting, and regression

analysis to verify experimental results.

The RMSE can properly indicate the accuracy of the measurement because it is

accurate to both very large and extremely less errors in the measurement set. The

RMSE is defined as

RMSE =

√∑N
i=1(Predi− Acti)

N
(5.1)

where N denotes the total number of items in testing set. Acti shows the actual

rating of user i and Predi shows the predicted rating of user i.

Mean Absolute Error

In statistics, mean absolute error (MAE) is a measure of errors between paired
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observations expressing the same phenomenon. Examples of Y versus X include

comparisons of predicted versus observed, subsequent time versus initial time, and

one technique of measurement versus an alternative technique of measurement.

MAE is calculated as the sum of absolute errors divided by the sample size.

The average of all absolute errors is known as the mean absolute error (MAE),

whereas the absolute error is the degree of mistake in your measurements.

MAE =
1

n

n∑
i=1

|xi − x| (5.2)

Where n = the number of errors,∑
= summation of all absolute errors

|xi − x| = the absolute error

5.3 Experimental Work

5.3.1 Data Preprocessing

The first step is data preparation to perform data pre-processing by reducing

irrelevant attributes. These irrelevant attributes are the timestamp of the rating

data, movie title, release date, video release date, and IMDb URL of the item

data.

For a real-time system scenario, cleaning the dataset is a crucial step that in-

volves extractingthe relevant features from the dataset and encode these features

in integer values forfurther processing in neural network architectures. The Movie-

Lens datasets are cleaned byremoving irrelevant features such as timestamp, age,

zip code, movie title, release date,video release date, and IMDb URL. The gender

and occupation features as the user’s metadataand genre feature as the item’s

metadata are adopted since both are helpful in betterrating prediction. All the

relevant features are binary encoded using categorical encodingprovided by Pan-

das. The Keras embedding layer is applied to the binary encoded features which

learn embeddings of the user-item metadata information.

5.3.2 Algorithm

A) Generate Prediction

• STEP: 1: Reading Data and the pre analysis
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• STEP: 2: Movies table with genres in one hot format

• STEP: 3: Apply DNN on UserId , movieId and Genres

• STEP: 4 : Generate Prediction

B) Generate Recommendation

• STEP: 1: Building a genre rating ¡u g¿ matrix from the master dataset,

including(u-id, i-id, r, i-g) by calculating the user preference average per item

genre (g).

• STEP: 2: Finding the similarity between the users’ preferences per genre

using Pearson Coefficient Correlation.

• STEP: 3: Finding the nearest neighbors (K-NN) for each user per genre by

arranging the difference values in the preferences rate in ascending order.

• STEP: 4: Generate Recommendation

5.3.3 Experimental Results

In this section all the outputs and results of the above implemented model and

comparison of their validation loss vs epoch were given.

Figure 5.1: Probability vs Total No of Ratings

The input dataset for this model consist of 610 number of users for 9724 number

of movies with 100,837 ratings. Probability of movie ratings is plotted against total

no of ratings (see Fig 5.1).
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1. DNN with user item interaction:

Figure 5.2: Validation Loss of DNN Model

The input dataset for this model consist of 610 number of users for 9724 num-

ber of movies with 100,837 ratings.The user-item feature matrix is fed into the

embedding layer. The concatenated product of two feature matrices then given to

dense hidden layer for generating rating prediction (see Fig 5.2).

3. Movie Genre Data Visualisation:

Figure 5.3: Movie Genre Visualisation
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Genres of movies are pipe separated list which includes Action, Adventure,

Animation, Children’s, Comedy, Crime, Documentary, Drama, Fantasy, Film-

Noir, Horror, Musical, Mystery, Romance etc. There are total 26 types of genres

are considered to carry out this experimentation as shown in Fig 5.3.

4 DNN with Metadata (Genre)

Figure 5.4: Validation Loss of DNN with Metadata (Genre) Model

Along with user item rating matrix, genre of the movie is given as input to

embedding layer for better learning of user feature matrices. Three user feature

matrices are then concatenated and input to neural network for rating prediction.

To calculate the overall performance of proposed model, Mean Square Error and

Mean Absolute Square Method is used which shows significant improvement on

baseline methods. Training loss and validation loss is shown in Fig 5.4

5 Genre Based Similarity Calculation:

Genre rating < u g > matrix is generated from the master dataset, which

includes user id, item id and genre of the item through which average genre pref-

erence is calculated as shown in Fig 5.5
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Figure 5.5: User Similarity per item Genre

6 Rating Prediction for Test User:

Model has been evaluated for test user ( user id=2000) which shows movieid ,

title and corresponding prediction for each movie predicted by model according

to genre of the movie as shown in Fig 5.6

Figure 5.6: Prediction Rating for Test User (user id=2000)

7 Recommend Movies:

Finally top recommended movies has shown for test user( user id=2000) which

slows movie id, title and corresponding prediction for each movie predicted by
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model according to genre of the movie as shown in Fig 5.7.

Figure 5.7: Recommended Movies for Test User (user id=2000)

8 Trust Computation Result:

By observing all above results, the MSE (Mean Square Error) values are decreasing

for DNN, DNN with Trust, GDCF and GDCF with Trust model respectively.

When trust has been incorporated with DNN the MSE value has improved (see

Fig. 5.8).

Figure 5.8: Performance Comparison of Proposed Model and Existing Model
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Chapter 6

Conclusion

This work is aimed to focus on improving the recommendation accuracy of the

previous DNN model to address data sparsity problem. The recommendation

model is being developed using metadata of item (genre) with deep neural net-

work techniques and a PCC based trust computation method which combines user

similarity with weighted trust propagation. A trust computational model has been

developed that permits only trusted similar profiles whose similarity exceeds with

some predefined threshold value.

And to solve the cold start problem, we propose a new personalized recommen-

dation model known as Genre Based Deep Collaborative Filtering (GDCF) which

takes inputs as user id, movie id and item genre as metadata for a better under-

standing of the latent features representation, which is usually not captured by

the user item rating matrix. The performance of proposed model is estimated

using Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE). The

experimentation of GDCF with trust model is carried out on MovieLens dataset

which shows a major improvement over the baseline methods with high accuracy

of 81% with 0.60 MSE value.
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Abstract 

Due to the exponential growth of data on Internet, providing correct information to 

users in a reasonable amount of time has become a challenge. The recommender 

system acts as an information filtering tool; they provide appropriate information as 

per the user’s choice and interest. In recent years, it has become a widespread 

technique that is being used in many applications. In general, recommendation 

systems have been classified into collaborative and content-based filtering. Due to its 

significance, the recommender system has become one of the most important research 

areas in today's context. Though recommendations systems are being used for a quite 

long time, many research challenges and issues in the design of effective 

recommendation systems are yet to be addressed in an effective manner.  The purpose 

of this paper is to familiarize people with the research challenges and opportunities in 
recommender systems and their available solutions. The collaborative filtering 

approach stills suffer from many drawbacks, including data sparsity, gray sheep, cold 

start problem, and scalability. The content-based filtering approach suffers from 

reciprocity, sparsity and limited content analysis issues. This paper reviews existing 

research approaches to overcome these challenging issues. We have also discussed 

future research directions in collaborative filtering and content-based 

recommendation systems. Various application domains have listed out where 

recommendation systems can be improved, such as healthcare, agriculture, etc. The 

paper describes possible future extensions in all these applications. Overall this paper 

will act as a guide for those who are interested in doing research in the 

recommendation system. 
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Abstract—In the Era of Big Data, users have to deal with 

large volume of data due to e-commerce websites, social 

media etc. Due to this exponential growth of data, fetching 

the right information from this information pool is a difficult 

task. A recommendation system (RS) deals with this 

problem and acts like an information filtering tool and filters 

the most important information based on data provided by 

the user as per his/her preference and interest.Collaborative 

Filtering Recommendation System (CF) is one of the widely 

used RS approach which is based on collecting and exploring 

information about users’ past behavior in terms of their likes 

and dislikes. Even though CF is one of the successful and 

commonly used RS still it suffers from different problems 

such as cold-start, data sparsity, scalability and Gray Sheep 

Problem. To address data sparsity problem, we proposed 

Genre Similarity Based Trust Model which considers genre 

specific user similarity  and permits only trusted similar 

profiles whose similarity exceeds with some predefined 

threshold value for each genre. And to solve the cold start 

problem, we proposed a new personalized recommendation 

model known as Genre Based Deep Collaborative Filtering 

(GDCF) which takes inputs as user item rating matrix and 

item genre as metadata for a better understanding of the 

latent features representation, which is usually not captured 

by the user item rating matrix. The performance evaluation 

of proposed model is estimated using Root Mean Squared 

Error (RMSE) and Mean Absolute Error (MAE) on 

MovieLens dataset which shows a major improvement over 

the baseline methods with high accuracy of 81% with 0.60 

MSE value. 

Index Terms—Collaborative Filtering, Deep Neural 

Network, Recommendation System, Trust 

I.INTRODUCTION:  

Many different domains have used recommender systems, 

including product suggestions, articles, book 

recommendations, movie recommendations, music 

recommendations, news recommendations, and web page 

and document recommendations. Recommender Systems 

(RSs) gather data on user preferences for a selection of 

goods (e.g., movies, jokes, applications, websites, travel 

destinations etc) [19]. A user's behaviour, such as the 

songs they listen to, the apps they download, the websites 

they visit, and the books they read, can be tracked 

explicitly (usually by collecting ratings given by users) or 

implicitly (often by tracking their online activity). RS may 

make use of user demographic information (like age, 

nationality, gender) In Web 2.0, social data like followers, 

followed, twits, and postings are frequently employed. 

Use of data from the Internet of things is becoming more 

prevalent (e.g., GPS locations, RFID etc.)[10]. 

Recommender systems are built using different methods. 

Depending on the information utilized to make 

recommendations, these systems are divided into Content 

based (CB) filtering or Collaborative Filtering (CF). CB 

techniques are based on profile of the target user’s past 

interests the description of items. A CF technique is 

generally based on the notion that persons with similar 

preferences about certain items are likely to have alike 

preferences for other items [5]. 

Although Collaborative Filtering RS is the most popular 

recommendation system, it still has some flaws  

like data sparsity (If only small portion of items are rated 

by active users then it’s difficult to find sufficient number 

of similar users), cold start problem (It represents the 

difficulty of making recommendations for new users and 

items), Scalability(If the volume of dataset is increased, 

then system is unable to generates satisfactory 

recommendations), and Graysheep problem (Gray sheep 

occurs in CF systems where the preferences and taste of a 

user do not equate with any group and ultimately, the 

recommendation process fails to yield good results)[8]. In 

actuality, comparing the ratings that two users provide for 

different items is a way to determine how comparable 

they are. The number of products that each user must rate 

in order for their ratings to be comparable is typically low, 

hence a minimum number of corated items must have 

been rated by both users.  

Due to these limitations of CF recommendation system, 

trust and similarity between users are taken into account to 

raise the level of suggestion rather than only similarity-

based users. Now a days, people prefer to acquire their 
information from people they can trust, like parents, friends, 
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7.1 Relevance

A recommendation system is a subclass of Information filtering Systems that seeks

to predict the rating or the preference a user might give to an item. The recom-

mender system deals with a large volume of information present by filtering the

most important information based on the data provided by a user and other fac-

tors that take care of the user’s preference and interest. It finds out the match

between user and item and imputes the similarities between users and items for

recommendation. In simple words, it is an algorithm that suggests relevant items

to users. There are majorly three types of recommender systems which work pri-

marily in the Media and Entertainment industry: Collaborative Recommender

system, Content-based recommender system and Knowledge based recommender

system.

Collaborative Recommender System:

It’s the most sought after, most widely implemented and most mature technolo-

gies that is available in the market. Collaborative recommender systems aggregate

ratings or recommendations of objects, recognize commonalities between the users

on the basis of their ratings, and generate new recommendations based on inter-

user comparisons. The greatest strength of collaborative techniques is that they

are completely independent of any machine-readable representation of the objects
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being recommended and work well for complex objects where variations in taste

are responsible for much of the variation in preferences. Collaborative filtering

is based on the assumption that people who agreed in the past will agree in the

future and that they will like similar kind of objects as they liked in the past.

Content based Recommender System:

It’s mainly classified as an outgrowth and continuation of information filtering re-

search. In this system, the objects are mainly defined by their associated features.

A content-based recommender learns a profile of the new user’s interests based

on the features present, in objects the user has rated. It’s basically a keyword

specific recommender system here keywords are used to describe the items. Thus,

in a content-based recommender system the algorithms used are such that it rec-

ommends users similar items that the user has liked in the past or is examining

currently.

Knowledge based Recommender System:

This type of recommender system attempts to suggest objects based on inferences

about a user’s needs and preferences. Knowledge based recommendation works

on functional knowledge: they have knowledge about how a particular item meets

a particular user need, and can therefore reason about the relationship between a

need and a possible recommendation.

7.2 Techniques

1. Memory based approach:

Memory-Based Collaborative Filtering approaches can be divided into two main

sections: user-item filtering and item-item filtering. A user-item filtering takes a

particular user, find users that are similar to that user based on similarity of rat-

ings, and recommend items that those similar users liked. In contrast, item-item

filtering will take an item, find users who liked that item, and find other items

that those users or similar users also liked. It takes items and outputs other items.

2. Model-based Approach:

Model-based Collaborative filtering approach involves building a model based on

the dataset of ratings. In other words, we extract some information from the

dataset, and use that as a ”model” to make recommendations without having to

use the complete dataset every time. This approach potentially offers the benefits
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of both speed and scalability.

Matrix Factorization:

Matrix Factorization is a technique to discover the latent factors from the ratings

matrix and to map the items and the users against those factors.

Singular Value Decomposition:

The Singular Value Decomposition (SVD), a method from linear algebra that has

been generally used as a dimensionality reduction technique in machine learning.

SVD is a matrix factorization technique, which reduces the number of features

of a dataset by reducing the space dimension from N-dimension to K-dimension

(where K¡N). In the context of the recommender system, the SVD is used as a

collaborative filtering technique. It uses a matrix structure where each row rep-

resents a user, and each column represents an item. The elements of this matrix

are the ratings that are given to items by users.

Back propagation with DNN:

Back-propagation is just a way of propagating the total loss back into the neural

network to know how much of the loss every node is responsible for, and subse-

quently updating the weights in such a way that minimizes the loss by giving the

nodes with higher error rates lower weights and vice versa.

Neural networks are machine learning algorithms used to model complex patterns

in datasets. The layers of interconnected functional units called nodes or neurons

are nonlinear activation functions. In this model the input layer of the network is

an embedding layer (a fully connected layer represents the sparseness to a dense

vector) where the user and item feature vector are input to it.

Deep Neural Network:

DNN is the multiple neural building blocks that can be composed in to a single dif-

ferentiable and trained the network end to end. The interesting features are end to

end differentiability and provide suitable inductive bias catered to the input data.

Data complexity and large training samples leads to reasonable performance gain.

The deep learning method tried to predict the rating of an item for an active user

and recommend an item to a user accordingly. The embedding layer receives the

user-item feature matrix as an input. The dot product of two feature matrices are

passed through dense hidden layer in which, number of nodes in the layer is equal

to the number of features.
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Trust based filter:

In CF, Consumer searches for the information and producer provides the infor-

mation. The technical hitches of CF systems can be dealt with trust properties.

The trust is assessed as readiness to accept the truth in a client on the basis of

expertise and performance in a particular time. A trust system is considered as a

network of interfacing peers. The communication between two domestic entities is

considered as an end product of building the trust association with an additional

entity by the prescribed representations of trust.

7.3 Present Theories and Practices

In [1], author proposed a novel trust measure matrix which combines user similar-

ity with weighted trust propagation to address cold start problem, data sparsity

and malicious attacks. Non cold user passed through different models with trust

filter and a cold user generated an optimal score with their preferences for recom-

mendation. The proposed model recommends the movie to the trusted user on

the basis of implicit trust value and different machine learning approaches.

The Matrix Factorization is the most common model based technique to find the

embeddings or features that makes up the interest of a particular user. In this

paper author also give various machine learning techniques such as Singular Value

Decomposition (SVD), Back propagation, Deep Neural Network (Auto encoder)

model were implemented to predict the accurate recommendation.

Matrix factorization is a process, where the actual users’ rating matrix is divided

into two feature (user and item) matrices in such a way that multiplication of the

new two matrices will give the actual matrix. The predicted matrix has similar

output with the true values, and the 0 ratings in actual matrix are replaced with

the prediction based on the similar users’ preferences. SVD proposes prediction

of the rating of an item for a target user that is not yet rated and if the predicted

rating is high then that item will be recommended to the target user. To gen-

erate a recommendation for a target user feature vector of the target user from

the newly computed user-item rating matrix has been considered and select high

predicted rating items.

In Back propagation model the input layer of the network is an embedding layer

(a fully connected layer represents the sparseness to a dense vector) where the user
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and item feature vector are input to it. User Feature embedding will supply the

weights for user, which will be placed between input layer and hidden layer. Item

Feature embedding will supply the weights for item, which will be placed between

hidden layer and output layer. The network weights were updated according to

the error back propagated with number of epochs while trained and test the net-

work. The network updated itself in a way of stochastic gradient descent method.

The dot product of randomly generated user-item feature vector provides the pre-

dictive rating as an output.

The deep neural network method tried to predict the rating of an item for an

active user and recommend an item to a user accordingly. The embedding layer

receives the user-item feature matrix as an input. The dot product of two fea-

ture matrices are passed through dense hidden layer in which, number of nodes in

the layer is equal to the number of features. Accuracy of the model is measured

through MSE (Mean square error).

A trust based filter system is considered as a network of interfacing peers. The

communication between two domestic entities is considered as an end product of

building the trust association with an additional entity by the prescribed repre-

sentations of trust. According to Donovan and Smyth, Local trust and Global

trust are two important distinction of trust metric. Without peer dependency,

computation of a single score termed as Global Trust. Local trust metric provides

personalized scores, means it suggests trustable peer.

This [2] paper proposes a novel social recommendation method combined with a

restricted Boltzmann machine model and trust information to improve the perfor-

mance of recommendations which alleviated data sparsity and cold start problem.

Specifically, users’ preferences and ratings of items are used as data inputs in a

restricted Boltzmann machine model to learn the probability distribution. Au-

thor first propose a model based collaborative filtering recommender system using

restricted Boltzmann machine (RBM), and then incorporate social network infor-

mation in RBM-based CF systems by adjusting the predicted ratings of certain

items according to the ratings of trusted users. To get better results and increase

the speed of learning, the momentum method is used when updating the param-

eters.
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In addition, user similarities are calculated by weighting user similarity and user

trust values derived from trust information (i.e., trust statements explicitly given

by users). A new method is proposed to calculate the trust value given the direct

binary trust value between two users, if two users with great similarity trust each

other, they tend to have similar preferences. The main idea of the method is to

find the users trusted by a specific user and modify the predicted ratings given

by the RBM model using the ratings of trusted users. Predictions are made by

integrating user-history ratings and ratings of trusted users from a well-trained

restricted Boltzmann machine model.

In [3] Author gives a new implicit trust recommendation approach (ITRA) to

generate item rating prediction by mining and utilizing user implicit information

in recommender systems. Specifically, user trust neighbor set that has similar

preference and taste with a target user is first obtained by trust expansion strat-

egy via user trust diffusion features in a trust network. Then, the trust ratings

mined from user trust neighbors are used to compute trust similarity among users

based on user collaborative filtering model. Finally, using the filtered trust ratings

and user trust similarity, the prediction results are generated by a trust weighting

method.

This model uses the trust similarity of user entity acquired by mining implicit

trust in the systems for recommendations. However, the systems may still have

some trusted users with low similarity. Hence, to improve rating prediction accu-

racy, a trust weighting model is designed by considering the inferred trust value

and user trust similarity.

In this paper [4], Author developed a novel trust-based approach for recommen-

dation in social networks. The major benefit of this approach is the ability of

dealing with the problems with cold-start users. In addition to social networks,

user trust information also plays an important role to obtain reliable recommen-

dations. Although matrix factorization (MF) becomes dominant in recommender

systems, the recommendation largely relies on the initialization of the user and

item latent feature vectors.

In particular, Author attempt to leverage deep learning to determinate the ini-
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tialization in MF for trust-aware social recommendations and to differentiate the

community effect in user’s trusted friendships. A two-phase recommendation pro-

cess is proposed to utilize deep learning in initialization and to synthesize the

users’ interests and their trusted friends’ interests together with the impact of

community effect for recommendations. He utilized a deep learning method, i.e.,

deep autoencoder, which is an efficient approach to nonlinear dimensionality re-

duction. Deep autoencoder is quite suitable for the initialization phase, which

can abstract the high-dimensional rating data to latent features through multiple

layers of restricted Boltzmann machines (RBMs.)

In this paper [5] Author presented a collaborative filtering recommendation method

based on trust and emotion , which can improve the recommendation accuracy

in the case of data sparsity, effectively resist shilling attacks, and achieve high

recommendation accuracy for cold start users. First method is based on explicit

and implicit satisfaction to alleviate the sparsity problems. Second, establish trust

relationships among users using objective and subjective trust. Objective trust

is determined by similarity of opinion, including rating similarity and preference

similarity. Third, based on the trust relationship, a set of trusted neighbors is

obtained for a target user. Next, to further exclude malicious users or attackers

from the neighbors, the set is screened according to emotional consistency among

users, which is mined from implicit user behavior information. Finally, based on

the ratings of items by the screened trusted neighbors and the trust relationships

among the target user and these neighbors, to obtain a list of recommendations

for the target user.

To overcome the sparsity problem of the user-item rating matrix, implicit satis-

faction is introduced. If explicit satisfaction does not exist between user and an

item, the implicit satisfaction of user of rating based on the similarity. Based on

the explicit satisfaction degree and the implicit satisfaction degree, the user-item

satisfaction degree matrix is calculated. In social networks, if two users have sim-

ilar hobbies and personality traits or are close and familiar with each other, the

trust level is typically high. Thus, the items that are recommended by these two

users are more acceptable to other users. Therefore, enhanced trust is divided into

objective trust, which is generated by similarity of opinion, and subjective trust,

55



which is generated by familiarity.

In this paper [6] Author proposed a novel method that works to improve the

performance of collaborative filtering recommendations by integrating sparse rat-

ing data given by users and sparse social trust network among these same users to

address data sparsity and cold start problem. This is a model-based method that

adopts matrix factorization technique that maps users into low-dimensional latent

feature spaces in terms of their trust relationship, and aims to more accurately

reflect the user’s reciprocal influence on the formation of their own opinions and

to learn better preferential patterns of users for high-quality recommendations.

A novel matrix factorization based social CF method named TrustMF which is

Simple but effective way to map users into two low-dimensional spaces, truster

space and trustee space, by factorizing trust networks according to the directional

property of trust. The vectors of truster (B) and trustee (W) in two spaces de-

scribe “to trust by browsing” and “to be trusted by writing” behaviors of a user,

respectively. The key idea behind the proposed truster and trustee models is to

construct a bridge between ratings and trust by mapping them into the same d-

dimensional latent space.

In this paper [7] An explicit trust and distrust clustering based collaborative fil-

tering recommendation method is proposed. Firstly, a SVD signs based clustering

algorithm is proposed to process the trust and distrust relationship matrix in

order to discover the trust communities. Secondly, a sparse rating complement

algorithm is proposed to generate dense user rating profiles which alleviates the

sparsity and cold start problems to a very large extent. Finally, the prediction

of missing ratings can be obtained by combining the newly generated user rating

profiles and the traditional collaborative filtering algorithm. A SVD signs based

trust community mining method to partition users into different communities ac-

cording to how they trust and distrust others. SVD signs clustering method is

a kind of Spectral Graph partitioning method which is derived from the Fiedler

method.

In this paper [8] An author proposed a scheme called RHT (recommendation from
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high trust value entities) to evaluate the trust degree of service recommended by

high trust value entities. RHT first selects the trusted ones from those users by

computing the similarity between target user and them. Simultaneously, RHT

also withstands malicious attacks during the trusted nodes selection. In addition,

an author has designed an adaptive trust computation method to calculate trust

value according the ratings of trusted users.

First, compute the similarity between nodes from three aspects, i.e., common-

friend, common-interest and common-BC. Finally, we combine these similarity on

these three aspects by assigning different weight coefficients to derive a final sim-

ilarity. Resistance mechanism to prevent a malicious node from disguising as a

trusted node. Finally, compute direct and indirect trust value by combining the

similarity with ratings, respectively.

7.4 Proposed Work

The work is proposed to study existing methods used for developing trust based

collaborative recommendation systems and perform comparative analysis of these

methods. As part of this work we will select an effective method from existing

system and develop a recommendation system. This work will attempt to design a

novel trust based collaborative recommendation system using deep neural network

and compare the performance of same with existing systems.

Objectives

1. To perform literature survey on trust based collaborative recommendation

system and identify gap for new work.

2. To study and implement an existing trust based collaborative recommenda-

tion system using machine learning.

3. Proposing novelty in existing machine learning trust based collaborative rec-

ommendation system using deep neural network to achieve improvement.

4. To perform the performance comparison of existing machine learning trust

based collaborative recommendation system and the proposed trust based

collaborative recommendation system.

Possible Outcomes:

1. Identification and study of various methods for recommendation system
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2. Implementation of novel trust based collaborative recommendation system

using deep neural network which give better experience to the user.

Proposed work is planned in following phases.

Phase I- Literature Survey and Synopsis Preparation: Duration: Nov 2021

– Dec 2021

In this phase we aim to do the Literature survey by collecting different journal

papers. On that basis:

• Identify and study various methods of trust based collaborative recommen-

dation system.

• Identifying various challenges of current trust based collaborative recommen-

dation system.

• Using literature survey, preparing the synopsis for the dissertation work.

Phase II- Implement an existing trust based collaborative filtering using

machine learning, Report writing and submission. Duration: Jan 2022 –

Feb 2022

In this phase we plan to carry out following task.

• To find existing machine learning techniques to design a trust based collab-

orative system.

• To perform critical analysis and identify merits and demerits of the system

and work on possible refinements in these system.

Phase III- Implementation of the proposed system and collecting ex-

perimental observations.

Duration: March 2022 – May 2022

In this phase we plan to carry out following task.

• To implement proposed trust based collaborative recommendation system

using deep neural network.

• Collect experimental observations.

Phase IV- Comparison and analysis of experimental results of proposed

method and earlier method. Report writing and submission.

Duration: June 2022 –July 2022

In this phase we plan to carry out following task.
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• Comparison and analysis of proposed trust based collaborative recommenda-

tion system and existing trust based collaborative recommendation system.

8 Facilities Required for Project:

To carry out dissertation work, facilities that will be needed are mentioned below:

• Operating System: Windows

• Programming Language: Python

9 Expected Date for Completion of Work: June 2022

10 Approximate Expenditure: Nil

Date: Ashwini Hakke

Place: RIT, Rajaramnagar Student

Dr. S. A. Thorat Dr. S. S. Patil Dr. N. V. Dharwadkar

Guide, HOP, HOD,

Dept. of CSE Dept. of CSE Dept. of CSE

R.I.T. Rajaramnagar R.I.T. Rajaramnagar R.I.T. Rajaramnagar
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